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This is a review article about the properties of radial wave functions and other quantities relevant to t~e 
partial wave analysis of scattering theory, as functions of the energy or.wave number. T?e treatme~~ IS 

restricted to the nonrelativistic Schrodinger equation for two particles With a local potential. In addition 
to regular and irregular solutions of the radial differential equations, the lost f~nction! S ma.tr~x, and 
Green's functions are analyzed and completeness is proved. The examples Investigated In detatl mclude 
the Bargmann potentials and their generalizations. 
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1. INTRODUCTION 

QUANTUM mechanics has undoubtedly its most 
beautiful general form in the language of abstract 

vector space theory, whose mathematical methods fur­
nish it at the same time with one of its most powerful 
tools. There are nevertheless many fundamental prob­
lems which are attacked with advantage in a special 
representation. It has become clear lately that in non­
relativistic quantum mechanics as well as in relativistic 
field theory much can be gained by returning from the 
formal operator calculus to that of point functions. The 
theory of functions of complex variables, specifically, 
has become again a prominent tool of physics. 

The recent upsurge of dispersion relation research is 
a case in point. Although its results can frequently be 
obtained without ever going into the complex plane, 
the most appropriate general mathematical tool is the 
theory of analytic functions. 

Most physicists are quite conversant with the theory 
of differential and integral equations; most know also 
the essentials in the theory of functions. The combina­
tion of these two disciplines, however, is much less 
familiar to many. A useful purpose may therefore be 
served by reviewing what is known by means of com­
plex analysis in a certain area of scattering theory. 

I shall restrict myself to the nonrelativistic quantum 
mechanics of two-particle systems, that is, the one­
particle Schrodinger equation in the center of mass 
system. The properties of the solutions of such a partial 

differential equation not being nearly as well under­
stood as those of solutions of ordinary differential equa­
tions, a partial wave analysis is made which leads to 
single or coupled radial equations. The regular and 
irregular solutions of these as well as all the functions 
constructed from them for the purpose of scattering 
theory are to be investigated. . . 

I shall restrict myself to local potentials. Certam 
types of nonlocality, such as spin-orbit forces introduce 
no changes whatever. Others may introduce only in­
essential complications. In the latter case references to 
appropriate papers will be given. The general case of 
nonlocal forces, however, is far more difficult and little 
is known about it. 

The purpose of this article is not only to collect re­
suIts; it is also didactic. The proofs therefore form an 
essential part of its methodological aim. How many 
physicists have actually seen a completeness proof, ex-
cept for some very special functions? . . 

Very little in this paper is new. Almost everythmg m 
it can be found in the published literature, directly or 
by implication. In contrast to some a?-thors on t?e sub­
ject I shall not make a weak assumptlon concernmg the 
potential and then stick to it. From time to time the 
assumptions will be explicitly strengthened in order ~o 
see what can be said then. The weakest hypotheSIS, 
always to be kept, is that the first and second absolute 
moments of the potential are finite; stronger ones to 
be made at various points are that the potential has an 
exponential tail or that it vanishes identically beyo~d 
a certain point. Since the earlier papers by Jost, Levm­
son, and others had a special purpose their authors 
were not interested in doing that explicitly, although 
some of the general consequences of a finite range follow 
immediately from their work and were knmvn to them. 
How much more can be said if the potential vanishes 
beyond a point has been demonstrated particularly by 
the work of Humblet and Regge. 

2. PRELIMINARIES ON SCATTERING THEORY 

We start from the Schrodinger equation for two par­
ticles in the center of mass coordinate system: 

[ - (tt2/2p.)V2+H1 (r)]1/;(r)=E1/;(r), (2.1) 

* Supported in part by the National Science Foundation. p. being the reduced mass of the particles and r, their 
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relative distance. The interaction energy HI(r) is 
assumed to be invariant under rotations but may be 
spin dependent. 

For the purpose of scattering theory it is advantage­
ous to convert (2.1) into an integral equation which 
incorporates the boundary condition that at large dis­
tances the wave function should consist of a plane wave 
plus an outgoing spherical wave; thus, with E=ii2k2/2p" 

lP+(ksv,r) =lPo(ksv,r) 

where 
lPo(ksv,r) = [(p,k)i/ii(21r)!JXs'e ik •r, 

X being the relevant normalized spin wave function for 
the intrinsic angular momentum of the two particles. 
The normalization of 1/;0 is such that 

f (dr)l/;o*(ksv,r)l/;o(k' s'v',r) = o(E- E')o(~h-nk')08"0 .. " 

L ioodEfdn~o*(ksv,r)l/;o(ksv,r') =o(r- r'); 
$V Q 

nk is the solid angle defined by k. 
The specification of outgoing spherical waves is ac­

complished by the choice of Green's function: 

f i
oo I/;o*(k' sv,r)l/;o(k' sv,r') 

G+(k; r,r')=L dnk' dE-------
•• Q E-E'+iE 

p, exp(ik I r- r'l) 
21rii2 I r- r' I 

e
ikr

(21rP,)t '" -- - L x."lPo*(k"sv,r'), 
r-+oo r kh2 .. 

(2.3) 

where k"=krr-1• 

We expand the Green's function and wave functions 
in spherical harmonics: 

G+(k; r,r') = (2p,/h2) L 'YJl.M(r)'YJl.M*(r') 
JM1. 

Xr1r'-lGI(k; r,r'), (2.4) 

Gz(k; r,r') = (- ) l+Ik-lUI (krdwl (kr» , 

I/;o(ksv,r)= (2p,k/7rh2)t(kr)-1 L i1ul(kr) (2.5) 
JMlm 

X 'YJl.Jlf(r) Yr*(k)C1.(J,M; m,v) 

lP(ksv,r) = (2p,k/1rh2)t(kr)-1 L i1if;1'a',l/ (k,r) 
JMU'ms' 

X 'YJl,.,M(r)Yr*(k)CI.(J,M; m,v), (2.6) 

where Cz.(J,M; m,v) are the Clebsch-Gordan coeffi-

cients in the notation of Blatt and Weisskopf, l and 

'YJl.M(r)=L C1.(J,M; m,v)Yr(r)Xs'. 

Furthermore, we have used the Riccatti-Bessel functions 

UI(Z)=Zjl(Z) = (!1rz)tJ l+i(Z) = (- )1+lUl( -z) 

VI(Z)=znl(Z) = (!?rz)W l+i(Z) = (- )IVl( -z) 

Wl(Z) = -vl(z)-iul(Z) = -izhl(2)(Z) 

= -i(!1rz)lHI+i (2)(Z) = (- )IWI( -z)*, 

(2.7) 

which are most convenient for solving the radial equa­
tion. Insertion in (2.2) leads to a set of coupled integral 
equations for the radial functions: 

X VI'" ,1".J (r')I/;I"'" ,1/ (k,r'), (2.8) 
where 

V/s,I,.J(r) = ~f dn'YJl.M*(r)Hr(r)'YJl,.,M(r). (2.9) 

The meaning of the subscripts on I/; follows from (2.6) 
and (2.8). The first set "l's'" indicates the component 
of I/; belonging to specific orbital and spin angular 
momenta, while the second set, "Is" refers to the angular 
momenta of the incident beam, i.e., to the boundary 
condition. 

The solution of (2.8) satisfies the set of differential 
equations 

d2 

---1/!l'8',lsJ+ L VlfS'.lI1S"JiftZlls"llsJ 
dr2 I"." 

If we are considering the scattering of particles with 
no spin then V and I/; are diagonal and equations (2.8) 
and (2.10) become uncoupled. If HI is invariant under 
space reflection then the conservation of parity implies 
that for the scattering of a spin ! particle by a spin­
zero particle, the equations are also uncoupled. In case 
both particles have spin! it is the tensor force alone 
which couples them. 

The amplitude 6.,., .•• (k',k) for scattering from the 
initial momentum hk and spin hs, ltv to the final mo­
mentum hk' and spin hs', iiv' is defined by the asymp­
totic form of I/; for large r; thus 

¥t+(ksv,r)'" [(p,k)t/M21r )IJ 

X[X.'eik.r+rleikr L x.,·'6"", .. (k',k)J, (2.11) 
SIp' 

where k'=krr-1• Taking the limit of (2.2) for large r 

1 J. M. Blatt and V. Weisskopf, Theoretical Nuclear Physics 
Gohn Wiley & Sons, Inc., New York, 1952). 
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leads by (2.3) to 

(211")2

f e.,., , .. (k',k) = --k- (dr)~o*(k' s' v',r) 

XHI(r)~+(ksv,r). (2.12) 

If we expand in spherical harmonies according to (2.5) 
and (2.6), we obtain 

e"", .. (k',k) 

4n-
= -- L il-l'YI,m' (k')CI ,., (J,M; m',v') 

k2 JMll'mm' 

X Yr*(k)CI.(J,M; m,v)It;"i"'drUI,(kr) 

X VI's' ,l".,,J (r)~1"8" ,1/ (k,r). (2.13) 

The scattering matrix is defined as the probability 
amplitude for finding, at the time t= + 00, momentum 
ftk' and spins fts', ftv', if they were ftk and fts, ftv at the 
time t= - 00 .2,3 

(k's'v'ISI ksv) 

= lim r (dr)~o*(k' s'v',r)ei(E'-E)t/h~+(ksv,r) 
t~CIJ& 

= 0 (E- E')[o(~h-~h')o •• ,o .. + (ik/211" )e.,., ,8.(k',k)] 

=o(E-E') L yl,m' (k') Yr*(k)il-l' 
JMU'mm' 

X C1,., (J,M ; m',v')CIs(J,M; m,v)SI'" ,1/ (k), (2.14) 

where the second line follows from the integral equation 
(2.2) and (2.3). It follows from (2.12) that 

e."',8.(k',k)= -211"ik-1 L yl,m'(k')Yr*(k) 
JMll'mm' 

XCI,.,(J,M; m',v')Cls(J,M; m,v)il-l' 

X (SI'" ,1/ -Oll'O •• ,). (2.15) 

Conservation of particles implies that S is unitary. 
It therefore follows from (2.15) that 

- 211"ik-les '" ,8.(k',k) - e .. ,8,.,*(k,k')] 

= L fdrl./'e8".", .. (kfl,k)e.".",.,.,*(kff,k')' (2.16) 
s"v" 

A special case is the "optical theorem," which is ob­
tained by setting s=s', v=v', k=k'4: 

=u .. total(k). (2.16') 

2 J. Jauch and F. Rohrlich, Theory of Photons and Electrons 
(Addison-Wesley Publishing Company, Inc., Reading, Massa­
chusetts, 1955). 

3 C. M¢ller, Kg!. Danske Videnskab. Selskab, Mat.-fys. Medd. 
23, No.1 (1945). 

4 We write Re A and 1m A for the real and imaginary parts of A. 

A further property of the S matrix follows if HI is 
invariant under time reversal. We use a time-reversal 
operatorS if and spin functions and spherical harmonics 
such that 

ifeyJI.M (r) = (- )J+Meyn.-M(r). 

This is obtained by taking real X and spherical har­
monics which are such that6 

Yr*= (- )1+mYI-m, 

and the time-reversal operator 

if= (iulI(1» (wlI(2»K, 

u(1) and U(2) being the spin matrices for particles # 1 
and # 2 (with iull= 1 if the particle has spin zero) and 
K, the antiunitary complex conjugation operator. The 
Clebsch-Gordan coefficients are such that 

CI.(J, -M; -m, -v)= (- )I+·-JCI.(J,M; m,v). 

With these conventions we have 

~o(ksv,r) = (- )S+'~o( - ks- V; r), 

and therefore, by (2.2), 

~+(ksv,r) = (- )S+.~_( - ks- V, r), 

where ~_ satisfies the integral equation (2.2) with 
G_=G+ *, the incoming wave Green's function. 

It then follows from 

and the assumed time-reversal invariance of HI that 
the potential matrix of (2.9) is symmetric: 

(2.17) 

Since HI is Hermitian, VI.,I'.,! is consequently real. 
For the scattering amplitude, we get, from (2.12), 

e.,., , •• (k',k) = (- )8--8'+>-·'e._.,.,_" (- k, - k'), (2.18) 

which is the reciprocity theorem. It follows from (2.15) 
that it is equivalent to the symmetry of SI8,1"'! as de­
fined in (2,14): 

(2,19) 

SJ being unitary and symmetric, it can be diagonalized 
by an orthogonal real matrix U: 

SI.,I,.,!=La UIB,aJ exp(2ioaJ)Ua,I,.,J, (2,20) 

where the 0,/ are real. 
Comparison of (2.13) with (2.15) gives us another 

expression for the S matrix: 

SI"',I/(k)=OIl'088,-2ik-1 L f"'drUI,(kr) 
l" 8" 0 

X VI'" ,1"."J (r)~I"'" ,I.J (k,r). (2.21) 
Ii E. P. Wigner, Gro'up Theory (Academic Press, Inc., New York, 

1959), p. 325 II. 
6 Those of Blatt and Weisskopf,1 say, multiplied by i/j see 

footnote 5, p. 345, of E. p, Wigner.& 
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We may now identify SJ by the asymptotic form of 
the radial wave function. In order to do that we require 
the asymptotic values of the Riccatti-Bessel functions 
for large r: 

Uz (kr) "-'sin (kr-j1rl), 

vz(kr)'" - cos (kr-j1rl), 

Wz (kr) ,,-,iZe-ikr. 

(2.22) 

Equation (2.8) together with (2.4) and (2.21) shows 
that as r ~ 00, 

1/;1s.l's,J (k,r) 

",jil+l[oll'o8s,e-ikr- (- )leikrSls.I,.,J(k)], (2.23) 

and therefore, by (2.20), 

1/;z •. ,/ (k,r):: L 1/;18.1'8,J (k,r)UI,s' .aJ (k) 
l'a' 

Thus OaJ (k) is identified as the eigenphaseshift. The 
characteristic property of 1/;1 •. a J is that all its com­
ponents experience the same phaseshift. 

We want to investigate the properties of solutions 
of the radial equation (2.10). In Sees. 3 to 8 we restrict 
ourselves to the case of no coupling, which is realized 
when one of the particles has spin zero and the other, 
spin less than two (provided HI conserves parity); or 
else if both have spin t, but tensor forces are neglected. 

If there is no coupling; i.e., the matrix V J is diagonal, 
then only one subscript, l, will be used everywhere, 
that being the only index on which Eq. (2.10) explicitly 
depends via the centrifugal term. 

3. REGULAR AND IRREGULAR SOLUTIONS 

We return to the radial equation (2.10) in the case 
of no coupling. Rather than considering the "physical" 
solution 1/;/ we define regular and irregular solutions by 
boundary conditions which lead to simple properties 
as functions of k. 

The weakest assumptions we shall ever make con­
cerning the potential are the existence of its first and 
second absolute moments: 

i~drrl VCr) 1< 00, 

f~drr21 VCr) 1< 00. 

o 

(3.1a) 

(3.1b) 

Whenever stronger assumptions are made they will be 
stated explicitly. 

Hypothesis (3.1a) implies that V behaves better than 
,-2 near the origin. There exists consequently a regular 
solution !pz(k,r) of (2.10) which near r=O behaves like 

ul(kr). As kr ~ 0 we have7 

uMr) = (kr)I+lj (2l+ 1) ! !+O[ (kr) 1+3], 

vl(kr)= - (kr)-1(2l-1)! !+O[(kr)-Z+2]. 
(3.2) 

We therefore define !pz(k,r) by the boundary condition 

lim(21+ 1)! !r-l-l!pz(k,r) = 1. (3.3) 
r-->O 

It then follows immediately that !Pl(k,r) is a function 
of k2 only and that for real k it is real. 

Hypothesis (3.1b) implies that at infinity V behaves 
better than r-3 so that a Coulomb field, for example, is 
excluded. It follows (as will be shown later) that at 
infinity all solutions of (2.10) oscillate like sine or 
cosine waves. It is then convenient to define another 
solution fz(k,r) by the boundary condition 

limeikrfl(k,r) = il, (3.4) 
~oc 

This function does not vanish at r=O, in general, but 
it is O(r-I) there, as is u'l(kr). It follows immediately 
from the boundary condition (3.4) and from the reality 
of the differential equation (2.10) that for real k 

fz*( - k, r) = (- )Ifl(k,r). (3.5) 

We now want to extend all our definitions to complex 
values of k. It then follows from the k independence of 
the boundary conditionS .(3.3) that for fixed r, !pz(k,r) 
is an analytic function of k regular for all finite values 
of k; i.e., an entire function of k. The function fl(k,r) 
is for fixed r>O an analytic function of k regular in the 
open lower half of the complex k plane; in the upper half 
of the k plane it may be expected to have singularities 
since (3.4) is not sufficient there to define fz(k,r) 
uniquely. These statements are intended merely as a 
guide and will be proved later. 

It is clear that in any region of analyticity connected 
with the real axis Eq. (3.5) implies 

h*( -k*, r)= (- )Zjz(k,r). (3.5') 

We can readily replace the differential equation 
(2.10) and boundary conditions (3.3) or (3.4) by 
integral equations. If we define 

gz(k; r,r') 
:: k-1[ul (kr')vz (kr) - Uz (kr)vl (kr') ] 
=i( - )1(2k)-1[wz(kr)wz( -kr')-wl( -kr)wl(kr')], 

(3.6) 

7 We use the following notation: "J(x)=O(x) as x -> 00 (or 0)" 
means that J(x)/x is bounded as x-> 00 (or 0); "J(x)=o(x) as 
x-> ~ (orO)"meansthatf(x)/x~ends,tonaugh~asx-> 00 (?rO). 

8 According to a theore!ll by Pom.c~re the Solut.lOn of an .ordmary 
linear differential equation contammg an entire function of a 
parameter k, defined by a boundary condition independent of k, 
is itself an entire function of k. See footnote reference 9; also see 
footnote 8 of Jost and Pais.to We shall use this theorem as a guid­
ance only and prove it for the special case of <PI(k,r). 

9 E. Hilb, Encycl. der Math. Wissensch. (B. G. Teubner, 
Leipzig, 1915), Vo!' 2, Part 2, p. 501. 

10 R. Jost and A. Pais, Phys. Rev. 82, 840 (1951). 
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then 

G,(l)(k; r,r') = '" -, {g
l(k' r r') r'<r 

0, r'~r, 

is a Green's function [compare with (2.4)J and so is 

{ 
0, 

G/2) (k; r,r') = 
- g,(k; r,r'), 

r'5,r, 

r'~r. 

The first is appropriate to the definition of <PI and the 
second, to that of f,; thus 

<PI (k,r) = k-Hul(kr) 

+ irdr'g,(k; r,r') V(r') <P1(k,r'), (3.7) 

f,(k,r) =wI(kr)- f'" dr' g,(k; r,r') V(r')fl(k,r'). (3.8) 
r 

The existence and analytic properties of <PI and fl 
are proved by means of these integral equations. Their 
advantage over the integral equation (2.8) for the 
physical wave function 1/11 is that they can be solved by 
successive approximations, provided only that V satis­
fies (3.1), irrespective of its strength. The reason is that 
the integrations run from naught to r only, or from, 
to infinity. 

In order to prove the convergencell of the sequence of 
successive approximations, one uses the following 
bounds, true in the entire complex plane16 

I uI(kr) I5,Cel plr[L(I k I r)Jl+\ 

I V, (kr) I5,Ce lpl r[L( I k I r)]-l, (3.9) 

IWI(kr) 15,Ce>r[L( I k I r)]-l, 

where v:=:Imk and 

L(x):=:x/(I+x). 

It is then easily seen that for r'5, r 

I gl(k; r,r') I = I gl(k; r',r) I 
5,Cel pi (r-r') I k l-l[L( I k I r)]!+l[L( I k I r')J-I. (3.10) 

We now solve (3.7) by successive approximation: 

00 

<PI (k,r) = L: <Pl(n) (k,r), 
o 

11 The procedure below follows Jostl2 and Levinson.l3 It can be 
generalized to certain restricted nonlocal potentials; see Martin.14. 15 

12 R. Jost, Helv. Phys. Acta 20, 256 (1947). 
13 N. Levinson, Kg!. Danske Videnskab. Selskab., Mat.-fys. 

Medd. 25, No.9 (1949). 
14 A. Martin, Compt. rend. 243, 22 (1956). 
15 A. Martin, Nuovo cimento 14, 403 (1959). 
16 The first inequality was given by Levinson,l3 the others by 

Newton.n 
17 R. G. Newton, Phys. Rev. 100, 412 (1955). 

where 

<PI(O)(k,r) = k-Hu,(kr) 

<Pl(n)(k,r) = ~rdr'g'(k; r,r')V(r')<PI(n-O(k,r'), n~ 1. 

If we use (3.10), we get 

I <PI(n) (k,r) 15,C ~rdr'elPI (r-r') I k I-{L( I k I r)JI+l 

x[L(lklr')]-11 V(r') I I <P1(n-l)(k,r') I. 

Now writing for the moment, 

<tl(n) (k,r) = <P1(n) (k,r)c-Iplrl k II+l[L( I k I r)J-H, 
we have 

I <t,ro) (k,r) I5,C 

I <t,(n) (k,r) I5,C ir 
dr'l <tl(n-l) (k,r') I 

XIV(r')IL(lklr')lkl-l, n~l, 
and therefore 

rl rn 
X "'IV(r,,)I--

1+ Iklr1 1+ I klrn 

cn+1[fr r' ]n 
=- dr'IV(r')1 , 

n! 0 1+ Iklr' 
so that 

I ~ <t/n ) (k,r) I5,C exp[ C irdr'l Ve,') I r'(l + I k I r')-l]. 

As a result the series L: <Pl(n) converges absolutely and 
uniformly for all r and in every finite region in the 
complex k plane. Furthermore, we find that 

I <Pl(k,r) 15,Celplr 
( 

r )1+1 

1+lklr 

Xexp C f dr'l V(r') I . 
[ 

r r' ] 

Jo l+lklr' 
(3.11) 

Since gl and <PI(O) are entire analytic functions of k, so 
is each <PI (71) • It then follows that for every fixed r, 
<Pl(k,r) is an entire function of k2

• 

We may now insert (3.11) in the integral equation 
(3.7) and obtain the inequality 

I <PlCk,r)-k-Hul(kr) I 

5,CeIPlr( r )1+1 (dr'l VCr') I r' . 
1+lklr Jo l+lklr' 

(3.12) 
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The integral on the right-hand side tends to naught as 
I k I ~ 00, even if at r=O only the first moment of I VI 
exists. That is seen by writing 

["'drIV(r)1 r r+fOO~iadrrIV(r)1 
o l+lklr Jo a ° 

+ fOOdrIV(r)llkl-l • 

a 

Hence if we choose a and k so that 

I kJ ~ foodrl VCr) 1·2e-1 

a 

then 

The right-hand side of (3.12) is therefore 

o(lkl-l-leip1r) as Jkl ~ 00, 

and consequently, as I k I ~ 00 

fi'z(k,r) = k- I- 1 sin(kr-t1l'l)+o(1 kl-I- 1e1vlr) (3.13) 

uniformly in r. It is clear from (3.12) that if V is abso­
lutely integrable, then the remainder is O(lkl-l-2etvir). 

A similar procedure is followed for the function 
fl(k,r) = 'LNn) (k,r), where 

N°) (k,r)=wz(kr) 

Nn)(k,r) = - f""dr'gl(k; r,r')V(r')Nn-l) (k,r'), n~ 1. 
r 

One then finds that the series 'Lhl(n) (k,r), where 

h/(n) (k,r) = e-vr[L( I k I r)JlNn) (k,r), 

is dominated by a series which can be summed to 

C exp[ C fOOdr' I VCr') i 

Xexp[(v+ \ ,,1\ )(r' -r)Jr'(1+ \ k! r')-1 J 
The series 'Lfz(n) therefore converges uniformly for all 
r~ro>O and for any closed region in the complex k 
plane not including k=O, where 

is finite. Thus fl(k,r) exists, is continuous, and is ob­
tainable by successive approximations from (3.8) for 
all ,->0 and all finite k=l=O in the lower half-plane, in­
cluding the real axis, provided only that V possesses a 
finite first absolute moment. If, moreover, V decreases 

exponentially at infinity so that 

(3.14) 

for some a>O, then it follows that h(k,r) exists and is 
continuous (and is obtainable by successive approxi­
mations) in a strip in the upper half of the complex k 
plane with Imk~a, except at k=O. 

We also get the inequality 

I Jz(k,r) I ~Cevr[(1+ \ k i r)/ I kj r J1eCa, (3.15) 

which inserted in (3.8) yields 

f
'" r' 

XeCa dr' I VCr') I e(v+1 vl)(r'-r) . (3.16) 
r l+lk!r' 

By the same argument that follows (3.12) the right­
hand side of (3.16) is oCe") as I k I ~ 00 uniformly for 
all r;;:::ro>O in the lower half of the complex k plane 
including the real axis, and in a strip of width a in the 
upper half-plane if (3.14) holds. Therefore, as lkl ~ 00 

JzCk,r) = ile-ikr+o(evr). (3.17) 

The inequality (3.16) also shows that 

limk1fl(k,r) 
k->O 

exists for all finite r>O if the limit is carried out in the 
region of regularity. 

In order to show that fl(k,r) is an analytic function 
of k we must show the existence and continuity of its 
first derivative with respect to k in the same manner as 
those of Jz(k,r) itself. (Since the integral in (3.8) con­
verges absolutely, differentiation under the integral 
sign is permitted.) We cannot use the same argument 
here as for fi'z(k,r) because fl(n) is not necessarily 
regular. The result is that, provided V has a finite 
second absolute moment, h(k,r) for fixed r>O is an 
analytic function of k regular everywhere in the open 
lower half of the complex plane and continuous on the 
real axis, except at k=O. If the potential satisfies (3.14) 
then the region of regularity includes a strip in the 
upper half-plane up to Imk<a, except for a pole of 
order l at k=O. If the potential vanishes identically 
outside a finite region, then k1h(k,r) is an entire func­
tion of k for all fixed r> O. 

If the potential satisfies (3.14) then one may obtain 
information about the singularities of fl(k,r) for Imk~a 
in a relatively simple ~ay.18 If we write 

fl(k,r) == N°) (k,r)+X,(l) (k,r), 

where N°) (k,r) =w,(kr), then Xz(l) satisfies the integral 

IS T. Regge, Nuovo Cimento 9, 295 (1958). 

Downloaded 23 Jul 2011 to 156.56.192.248. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/about/rights_and_permissions



A N A L Y TIC PRO PER TIE S 0 F R A 0 I A L W A V E FUN C T ION S 325 

equation 

XZ(l) (k,r) = N1)(k,r)- foo ar'gz(k; r,r')V(r')Xz(l)(k,r'), 
r 

where fz(l) is simply the first Born approximation: 

N1)(k,r) = - fOOar'gl(k; r,r')V(r')wzCkr'). 
r 

Suppose that for a given V this integral is carried out 
and it admits an analytic continuation into a region in 
the upper half-plane with Imk:2: a, and we can set there 

IN1) (k,r) I--:::;Ce'Y r• 

We may then use this inequality in place of (3.9) and 
prove the analyticity of XI (l) by the same arguments 
which prove it for fl. The result is evidently that 
xz(l) (k,r) is regular where fz(l) (k,r) is in the region 
Imk<2a-,),. If, for example, ,),=v-2a as it is for 
Imk<a, then the continuation works for Imk= v<2a. 
One may repeat the same argument by examining ex­
plicitly the analytic continuation of the second Born 
approximation fl(2), and thus extend the strip of analy­
ticity further and further, except for explicitly isolated 
singularities. 

4. JOST FUNCTION II(k) 

The functions fz(k,r) and fl(-k, r) are two linearly 
independent solutions (for k=l=O) of the differential 
equation (2.10). The regular solution <PI(k,r) can there­
fore be expressed as a linear combination of them. Since 
'PI(k,r) is even in k this defines a function fl(k), so that12 

'PI (k,r) = !ik-I- 1 

X[jl( -k)fl(k,r)- (- ) lfz (k)fl ( -k, r)]. (4.1) 

We want to get a more explicit equation for fl(k). That 
can be obtained by taking the Wronskian of <pz(k,r) 
and fl(k,r). The Wronskian of two solutions of the same 
linear second-order differential equation being inde­
pendent of r, we readily find, by evaluating it at r ~ 00 

and using the boundary condition (3.4) that 

W[jl(k,r), fl( -k, r)]= (- )12ik, 
where 

W[j,g]=fg'- f'g· (4.2) 

If we make use of this and (4.1), we obtain 

fz(k) = kIW[jl(k,r),<pz(k,r)]. (4.3) 

Because of the boundary condition (3.3) this implies 
that 

fz(k) = lim (kr)zfz(k,r)/ (21-1)!!. (4.3') 
r->O 

If we insert the integral equations (3.7) and (3.8) in 
(4.3) and evaluate it at r= 0 or r= 00, we obtain the 
following two integral representations for /I(k): 

fz(k) = 1 +k-l~ooarfl(k,r) V(r)uz(kr) 

= 1 +kz looar'Pz(kr) V(r)wz(kr). (4.4) 
o 

We may now express the S matrix in terms of fl(k). 
The asymptotic form for large r of <pz(k,r) follows im­
mediately from (4.1) and the boundary condition (3.4); 
thus 

'Pz(k,r ) ,,-,!il+1k-z- 1 

X[jz( -k)e-ikr - (- )Zfz(k)eikr]. (4.1') 

Comparison with (2.23) shows that 

Sz(k)= fz(k)/fz( -k). (4.5) 
It follows that 

SI( -k)= l/SI(k). (4.6) 

Furthermore, <PI being real and even in k it follows from 
(3.5) and (4.3) that for real k 

/I*(-k)=fl(k), (4.7) 

and, consequently, 
ISz(k)I=1. 

This is the unitarity condition. 
The relation between 'Pz and the physical wave func­

tion 1/;1 is provided by a comparison of (4.1') with 
(2023) ; thus 

1/;z(k,r) = [k1+1
/ fl( - k)]'PI(k,r). (408) 

This furnishes the physical significance of the function 
fl(k). Equation (4.5) together with (4.7) and (2.20) 
shows that 

fl(k)= Ifz(k) 1 exp[iOzek)], (409) 

where oz is the phaseshift for the lth partial wave, while 
(4.8) with (3.3) shows that 

l1/;z(k,r) 12 ~ 1 "fl(O) (k,r) 1
2/lfl(k) 1

2, 
r->O 

1/;z(O) being the wave function in the absence of a po­
tential. Thus the phase of fl(k) is the lth phaseshift 
and the inverse of the square of its modulus measures 
the probability of finding the particles in each other's 
proximity relative to what it would be in the absence 
of forces between them. 

The Jost functionfl(k) may also be approached from 
quite a different point of view. Suppose that one were 
to solve the integral equation (2.8) for the physical 
wave function by the Fredholm method. lOo19 One would 
then have to form the Fredholm determinant 

00 (- )nfoo i oo 
Al(k)=l+I: -- ar1·· 0 arn 

n~l n! 0 0 

where 
G1(k; r1,r1) Gz(k; r1,1"2)··· 

D1(k; rl,·· ·,rn)= G1(k; r2,r1) Gz(k; r2,1"2)· 0 0 • 

Gz(k; r,r') being given by (2.4). Because the inte­
grand in Al(k) is symmetric in r1, .. 0, rn, and because 

19 E. To Whittaker and Go N. Watson, Modern Analysis (Cam­
bridge University Press, New York, 1948), po 211 ffo 
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of the symmetry properties of the spherical Bessel 
functions we can write 

'" i'" iTI f Tn

-

1 

.:l1(-k)=1+L k-n drl dr2···· drn 
I 0 0 0 

with 

dl (k ; rl, .. ,r n) 

WI (krl)UI (krl) WI (krl)ul(kr2) •.. WI (krl)UI(kr n) 
= WI(krl)ul(kr2) wl(kr2)ul(kr2)" ,wl(kr2)ul(krn ) 

WI(krl)UI(kr n) WI(kr2)ul(kr n)' .. wl(kr n)nl(kr n) 

=WI(krl)SI(k; rl; r2, .. ,r n). 

Consequently, 

.:ll( -k) = 1+k-li"'dYW,(kr)V(r)g,(kr), (4.11) 
o 

where 

'" iT iT! i Tn
-

1 

g,(k,r)=ul(kr)+L k-n drl dr2'" drn 
I 0 0 0 

Now since SI (k; r; r,r2,' ',rn)=O and 

W[wI(kr),UI(kr)]=k, 

we readily find that 

W[W,(kr),g,(k,r)]=k[ 1+ * k-n iT drl'" i T
n-1drn 

XV(rl)'" V(rn)dl(k; rl,' .,rn )]. (4.12) 

Differentiation with respect to r yields 

WI (kr)gz" (k,r) - gl(k,r)wt (kr) = kwl(kr) V (r)gl(k,r), 

which, because of the differential equation satisfied by 
wl(kr), shows that gl(k,r) solves the differential equa­
tion (2.10). Furthermore one easily sees from (4.12) 
that as r~ 0, 

gl(k,r) = ul(kr)+o(rl+1). 

It follows that 
gl(k,r) = k'+lcpl(k,r), 

and therefore by (4.11) and (4.3), 

jl(k) = .:ll( -k). 

(4.13) 

(4.14) 

Thus the function fz( -k) is the Fredholm determinant 
of Eq. (2.8).10 

We now want to examine the analytic properties of 
jl(k) in the complex plane; that will, via (4.5), give us 
information on the analytic properties of the S matrix. 

In order to extend fz(k) into the complex plane we 
may use either (4.3) or (4.4). The inequalities (3.9) 

and (3.11) lead from the second version of (4.4) to 

Ijl(k)-11:::;C f."'dr!V(r)le(v+IVIlTr(1+lklr)-I. (4.15) 
o 

Under the assumptions (3.1) on the potential, the 
integral thus converges absolutely so that jl(k) exists 
and is continuous for all k in the closed lower half­
plane. If the potential also satisfies (3.14) then the same 
conclusion can be drawn in an additional strip in the 
upper half-plane with Imk::; a. Because of the absolute 
convergence we may differentiate (4.4) with respect to 
k under the integral sign and then use inequalities ob­
tained from differentiating (3.8) with respect to k. 
The result is that under the hypothesis (3.1) jl(k) is 
an analytic function of k regular in the open lower half 
of the complex plane and continuous on the real axis . 
If the potential fulfills (3.14) then jl(k) is analytic also 
in a strip in the upper half-plane with Imk<a. If the 
potential vanishes asymptotically faster than every ex­
ponential (e.g., if it has a gaussian tail or if it vanishes 
identically beyond a finite radius) thenjl(k) is an entire 
function of k. In any region of analyticity connected 
with the real axis (4.7) leads to 

jl*( -k*)= jl(k). (4.7') 

The arguments at the end of Sec. 3, which in specific 
cases of (3.14) may allow the analytic continuation of 
jl(k,r) beyond Imk=a by examination of the terms in 
the successive approximations,I8 are now applicable to 
jl(k). It may thus be possible in many practical cases to 
use the first Born approximation in order to extend the 
analytic continuation to Imk<2a, the second, to 
Imk < 3a, etc. 

We now want to examine the behavior of jl(k) as 
k -" 00. The inequality (4.15) tells us directly that for 
Imk::;O, 

lim jl(k) = 1. (4.16) 
Ikl-->'" 

In fact we can conclude from (4.3), (3.17), and (2.22) 
that when Imk::;O, as I k I ~ 00, 

j,(k) = 1+ (2ik)-li'" drV(r)+o(k-I), (4.16') 

provided that VCr) is integrable at r=O; otherwise the 
second term need be only 0(1). Equation (4.16') says 
that at very high energies the Born approximation for 
fz(k) is good.20 

In the upper half-plane we can draw interesting con­
clusions only if for r> R the potential vanishes identi-

20 The analyticity properties of ,,(k) together with (4.7) and 
(4.16) imply, of course, that !I(k) satisfies a simple "dispersion 
relation" obtainable immediately from Cauchy's theorem. This 
was pointed out explicitly by Giambiagi and Kibble,"1 but it does 
not appear to have any useful application. 

21 J. J. Giambiagi and T. W. B. Kibble, Ann. Phys. 7,39 (1959). 
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cally. In that event (4.15) shows that 

I (J/(k)-l)e2ikR
I sC iRdrl VCr) Ir(1+ Iklr)-'. 

° 
This implies that for Imk>O 

(J/(k) _1)e2ikR = 0(1) as 1 k 1 ~ 00 (4.17) 

if the potential has a finite first absolute moment; if it is 
also absolutely integrable then the right-hand side of 
(4.17) is O(lkl-'). 

Next we want to look at the zeros of /I(k). Suppose 
that fl(k) vanishes at a point in the lower half-plane: 

fl(ko)=O, Imko<O. 

Since by (4.3) this means that the Wronskian between 
fl(ko,r) and 'P1(ko,r) is zero, the two solutions are 
multiples of one another: 

fl(ko,r) = c'Pl(ko,r). (4.18) 

But ko being in the lower half-plane, the left-hand side 
of (4.18) decreases exponentially at infinity, while the 
right-hand side vanishes at the origin. Consequently, 
both sides are square integrable and ko2 is a discrete 
eigenvalue of the Schrodinger equation; there is a 
bound state of energy h2kN2p.. 

It is proved by the standard method that the eigen­
values k0

2 must be real. If ko is a root of /I(k) in the 
lower half-plane, then by (4.7'), so is -ko*. Multiplica­
tion of the Schrodinger equation for 'PI(k,r) by 'PI(k',r) 
and subtraction from that for 'PI(k',r) multiplied by 
'PI(k,r) leads to 

(d/ dr) W[ 'P1(k,r» 'PI (k',r) ] 
= (k2-k'2)'PI(k,r)'P/(k',r). (4.19) 

If we now set k=ko, k'= -ko* and integrate from r=O 
to r= 00, we get 

and therefore k0
2 must be real. 

The converse is also true. If k0
2 is a discrete eigen­

value then fl(ko,r) must vanish at r=O when ko is 
taken in the lower half plane. Hence by (4.3') fl(ko) =0. 

If ko= -iK, K>O, is a root of fl(k) and k=iK lies in a 
region of analyticity of jl(k) connected with the real 
axis, then Eq. (4.1) at once yields the following value 
for the constant C of (4.18): 

c=-2i- IKI+'/fl(iIKJ). (4.20) 

In general, however, we cannot draw this conclusion. 
The function fl(k) cannot have any roots on the real 

axis, except possibly at k=O. That follows at once from 
the fact that by (4.7) fl( -k) vanishes when fl(k) does 
for real k. Equation (4.1) then shows that 'PI(k,r) would 
vanish identically in r. Since that contradicts the 

boundary condition (3.3), fl(k) cannot vanish for 
real k=l=O. 

It is possible for fl(k) to be zero for k=O. We then 
conclude that the function 

hi (k,r) == klfl (k,r) 

is, for k=O, a multiple of 'P1(O,r) 

hi (O,r) = c'PI(O,r). (4.18') 

For l=O, however, the boundary condition (3.4) shows 
that hi (O,r) is different from zero at r= 00 so that 'P1(O,r) 
is not normalizable and k = ° is not a discrete eigenvalue. 
For l>O, on the other hand, the inequality (3.15) 
shows that as r ~ 00, 

hl(O,r)=O(rl) ; 

'P1(O,r) is therefore square integrable and zero is a dis­
crete eigenvalue if fl (0) = 0. We then have a zero energy­
bound state. For l=O this can happen only if the po­
tential fails to satisfy (3.1); see Sec. lOf for an example. 

The next question is naturally the multiplicity of the 
zeros of fl(k). Take first the case for which /I(ko)=O 
with Imko<O. Differentiation of (4.3) with respect to k 
(indicated by a dot), subsequently setting k= ko and 
using (4.18) leads to 

jl (ko) = kolc'W[jI(ko,r),j1 (ko,r) ] 
+ kolCW[ 'PI (ko,r), ,Pt(ko,r)]. (4.21) 

The right-hand side can be evaluated by differentiating 
(4.19) and the equivalent equation for fl(k,r) with 
respect to k, then setting k= ko. The result is that if 
fl(ko)=O, then 

jl(ko)= -2kol+{C i'dr' 'P12 (ko,r') +c1f"'dr'N (ko,r') ] 

(4.21') 

Because of the boundary condition (3.4), c =1= 0; further­
more, 'P/(ko,r) is real for purely imaginary ko; hence the 
right-hand side of (4.21') cannot vanish. Consequently, 
jl(ko) =1=0 when /I(ko)=O and the zero is always simple. 

The point k=O requires special consideration. Sup­
pose that fl(O)=O. We then take k first in the lower 
half-plane, Imk<O, and differentiate the equivalent of 
(4.19) for hl(k,r) with respect to k, subsequently settin~ 
k'=k: 

W[h/(k,r),hl(k,r)J= -2k f"'dr'hl(k,r')' (4.22) 

The next step is to let k tend to naught inside a cone of 
opening angle less than 7r: 

-Imk:2:~lkl, ~>o. 

It is then easily shown by means of the inequalities 
(3.16), (3.15), and (3.9) that the right-hand side of 
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(4.22) has the same limit with k ~ ° as states of angular momentum 1 was given by Bargmann22 : 

={ 0, if 1;:::1, 

-i, if 1=0. 

As a result, (4.22) leads to 

. {a, 
W[hl(O,r),hl(O,r)]= . 

2, 

if l;::: 1, 

if l=O, 
(4.23) 

when k=O is approached as indicated. Equation (4.21) 
for ko = ° reads 

jl(O) = rlW[hl (O,r),hl (O,r)] 

+CW['PI(O,r),~/(O,r)], (4.21") 

where we may let r tend to zero. Equation (4.23) thus 
shows that if /1(0)=0, then 

. {iC-l, if l= 0, 
/1(0)= 

0, if I;::: 1. 
(4.24) 

ForJ;::: 1 one further differentiation is required. Since 
then /1(0)=0, we have from (4.21) and (4.22) 

~(O) = limk-1jl(k) = - 2cfoodr'P12(0,r). (4.21'") 
k~O 0 

We therefore find that if /1(0)=0, then as k~O with 
-Imk;:::Elkl, E>O, 

as well as 

{
O(k-1), if l=O, 

1/ I(k)= 
f O(k-2), if l;::: 1,. 

{
O(k), if l=O, 

fl(k) = 
O(k2), if l;::: 1, 

(4.25) 

( 4:25') 

which is to say that fl goes to zero exactly as k or k2, 

respectively. If fl(k) is analytic in a neighborhood of 
k=O, then the statement is simply that, if fl(O)=O, 
then the zero is simple for 1= ° and double for I;::: 1. 

We may now draw a conclusion concerning the num­
ber of zeros of fl(k) in the lower half of the complex 
plane. The function fl(k) being regular analytic there, 
its zeros cannot have a point of accumulation except 
possibly at k=O or k= 00. These two points cannot be 
accumulation points of roots either, the former because 
of (4.25) and the latter because of (4.16). Consequently 
the number of zeros must be finite. This proves that 
the number of discrete eigenvalues (i.e., bound states) 
for a given I value must be finite if the potential satisfies 
(3.1). An absolute bound on the number nz of bound 

nl<foodrr 1 V(r) 1/(21+1), 
o 

(4.26) 

which shows at the same time that the total number of 
bound states is finite. 

In general we cannot say anything about the zeros 
of fl(k) in the upper half of the complex plane. They 
do not indicate eigenvalues. If fl(ko)=O and both ko 
and -ko* are in a region of analyticity of fl(k) con­
nected with the real axis, then (4.7') shows that we 
must also have fl( -ko*)=O. The roots then appear in 
pairs symmetric with respect to the imaginary axis. 
Furthermore, Eq. (4.1) shows that if k0

2= -il, K>O, is 
a discrete eigenvalue so that fl( -iK)=O, and if +iK 
lies in a region of analyticity of fl(k,r) connected with 
the real axis then we cannot have fl(iK)=O. Particu­
larly, if the potential satisfies (3.14), then fl(iK) cannot 
vanish if -K2 is an eigenvalue with K<a. In other 
words, fl(iK) can vanish under these circumstances only 
at the expense of a singularity of fl(k,r) at k=iK. 

If the potential vanishes identically beyond a finite 
distance R then quite a bit can be said about the zeros 
of fl(k). First of all, fl(k) must then have infinitely 
many complex roots in the upper half-plane. That fact 
is shown as follows. 23 The function 

(4.27) 

IS ill that case an entire function of k2• Because of 
(2.22), (3.13), and (4.4) the asymptotic behavior of 
/I(k) when Imk ~ + 00 is 

R 

fl(k)",- (- )1(2ik)-1e-2ikRJ: drV(r)e-2ik(r-R), (4.28) 

and hence by (4.16) that of gl(k2) is the same. Suppose 
then that near r=R the potential has an asymptotic 
expansion whose first term is 

V(r) "'c(R-r)", u;:::O. (4.29) 

Then (4.28) and (4.16) imply that as Imk ~ + 00 

gl (k2) '" const. X k-"-2e-2ikR. (4.28') 

Therefore, the order27 of gl(k2) is !. But an entire func­
tion of nonintegral order has necessarily an infinite 
number of zeros.29 Because of (4.28'), moreover, and 

22 V. Bargmann, Proc. Nat\. Acad. Sci. U. S. 38, 961 (1952). 
23 This was shown first by Humblet,24 then independently by 

Rollnik.25 The more general proof below follows Regge.26 
24 J. Humblet, Mem. Soc. roy. sci. Liege, 4, 12 (1952). 
25 H. Rollnik, Z. Physik 145, 639 and 654 (1956). 
26 T. Regge, Nuovo Cimento 8, 671 (1958). 
27 The definition of the order p of an entire function is 

p=lim sup (log logM(r)/logr), 
r-oo 

where M(r) is the maximum modulus of the function for \z\ =r, 
see Boas,28 p. 8. 

28 R. P. Boas, Entire Functions (Academic Press, Inc., New 
York, 1954). 

29 See Boas,28 p. 24. 
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the analyticity of gl, only a finite number of them can 
lie :on the imaginary axis. As a result, gl(k2) has in­
finitely many complex roots, which appear symmetri­
cally with respect to the real axis and with respect to 
the imaginary axis. Those in the upper half-plane must 
be roots of .fz(k) and those in the lower, of jl(-k). 

The same argument which excludes infinitely many 
zeros on the imaginary axis also excludes infinitely 
many zeros above any ray through the origin, since 
there also the right-hand side of (4.28') has no zeros. 
At the same time it follows from (4.15) that jl(k) -t 1 
as I k I -t 00 on any line parallel to the real axis in the 
upper half plane; consequently, the number of zeros in 
any strip above the real axis is finite. In other words, 
although the total number of roots is infinite, for any 
given positive numbers Jl. and v there is but a finite 
number of them with imaginary part less than v or 
with a ratio of imaginary to real part greater than Jl.. 

Since it follows bom (4.16) that 

f"'dkk-2 10gg/(k2) < 00, 

1 

we can also immediately draw the conclusion that if 
{k n } are the roots of jl(k), then30 

Ln I 1m (kn-1
) I < 00. 

Since the roots of jl(k) appear in pairs symmetric 
with respect to the imaginary axis we can also say that 

L k n- 1 converges 

provided that we always add k n- 1 and (- k n *)-1 to­
gether first. 

The distribution of zeros kn in the right half-plane 
can be shown31 in more detail to be such that as n ---> 00 

Rek n =n1l'"/R+O(1), 

Imk n = [(o+2)/2RJ 10gn+O(1). 
(4.30) 

The entire function jl(k) can now be written in the 
form of an infinite product. (We are still dealing with 
the case in which V=O for r>R.) According to Hada­
mard's factorization theorem32 we can write 

jl(k) = jl(O)e-ick fr(1-~)eklkn 
1 k n 

(4.31) 

assuming for simplicity jl(O) =1=0.33 The constant c can 
be evaluated by means of a theorem by Pfluger4 which 
tells us that the asymptotic behavior for large I k I of 
(4.31) is for k=±ilkl 

I k 1-1 log Ijl(k)/ jl(O) I =A TL Imk n- 1±c+o(1). 

ao See Boas,.8 p. 134; the argument is due to Regge.26 
31 See Humblet," p. 45; also Regge,2. which contains an error 

of a factor of 'If" in the denominator of Eq. (19). 
32 See, for example, Boas,28 p. 22 . 
.. Otherwise we must replace fl(O) by constXk for 1=0, or by 

constXk2 for 121. 
34 A. Pfluger, Comm. Math. Helv. 16, 1 (1943); theorem 6B. 

Comparison with (4.16) and (4.28') shows that the 
right-hand side must equal 2R for k= ilk I, and zero, 
for k= -i I k I ; hence, we must have 

c+i L kn- 1=R, 

and consequently26 

co 

jl(k) = jl(O)e-ikR II (1-k/kn)' (4.31') 
1 

If we differentiate the logarithm of this equation and 
set k=O we obtain at once by (4.9) 

R+~O/(k)1 =L Imkn/lknI2. 
dk k~O 

( 4.32) 

The only negative contributions on the right-hand side 
come from the bound states. 

It should be reemphasized that all of the foregoing 
detailed conclusions are true only if the potential van­
ishes identically beyond a finite point. 

We may now compare IPI to the physical wave func­
tion 1/;/. Equation (4.8) shows the difference in their 
analytic properties. Under the hypotheses (3.1) 1/;1(k,r) 
is in general regular only in the upper half of the 
complex k plane. But even there it has simple poles at 
k=ilkol if k 0

2 is an eigenvalue. That is the reason why, 
in contrast to IPI(k,r), the physical wave function 1/;1 (k,r) 
cannot always be expanded in a Born series. 

If we think of the potential multiplied by a possibly 
complex scale factor X, 

V-tXV, (4.33) 

then we saw that IPI(k,r) can always be expanded in a 
power series in X which converges absolutely for all 
values of X, and so can jl(k). If, however, for a given 
value of k, fl( -k)=O when X has some complex value 
Xo, then the power series in X for 1/;1(k,r) (Born series) 
will certainly not converge absolutely for X~Xo. Thus 
the Born series for 1/;1 will have a finite radius of 
convergence. 

The inequality (4.15) shows directly an important 
fact about the Born series. Since for every X, jl(k) 
differs arbitrarily little from unity when k is made 
large enough (real or in the lower half plane) jl(k) can, 
for any given complex X, have no zeros on the real axis 
beyond a certain point. Hence for every potential that 
satisfies (3.1), the Born series for 1/;1 (k,r) will necessarily 
converge absolutely if only k is large enough. Further­
more, if k is sufficiently large, the first Born approxi­
mation is good. 

As a function of E, 1/;1 has a branch cut along the 
positive real axis. On the "physical" sheet (Imk~O) of 
its Riemann surface 1/;1 is a regular analytic function of 
E, except for simple poles at the bound state energies 
E=-IEnl. At E=O it is at worst O(E!) (when ap­
proached inside the first sheet of the Riemann surface). 
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5. PROPERTIES OF THE S MATRIX 

We may now use (4.5) in order to draw conclusions 
concerning the S matrix from the properties of lz(k). 

On the real axis Sz is continuous and because of (4.16) 

(5.1) 

For any potential that satisfies (3.1) the phaseshift 
thus necessarily approaches an integral multiple of 7r 

at high energies. If, in addition, the potential is inte­
grable at r=O then (4.16') yields immediately the Born 
approximation result as k ~ ± 00 

1i"" k tanOz(k) = -- drV(r)+o(l). (5.1') 
2 0 

If all we know about the potential is (3.1) then we 
can say nothing about the properties of Sz(k) in the 
complex plane, since as soon as we leave the real axis 
either ll(k) or iz( -k) may fail to be regular. In other 
words, Sz(k) may have singularities of any type any­
where in the complex plane off the real axis. We cannot 
even conclude from (4.5) that SI(k) has a pole at 
k = i I ko I is k0

2 is a discrete eigenvalue, because lz (i I ko I ) 
may be zero. 

If, however, the potential satisfies (3.14) then Sz(k) 
is necessarily an analytic function regular in the strip 
O::;Imk<a, except for simple poles at k=iKn whenever 
-Kn2 is an eigenvalue and O<Kn<a. In specific cases the 
analytic continuation of SI(k) may be carried further 
than I Imk I = a by the argument following (4.7'); 
namely, the continuation of successive terms in the 
Born approximation. 

If the potential decreases asymptotically more rapidly 
than every exponential, particularly if it vanishes 
identically outside a finite region, then Sz is regular in 
the entire upper half-plane except for simple poles at 
k=iKn, Kn>O, whenever -Kn2 is a discrete eigenvalue. 
The residues at such poles are readily found35 by 
(4.20), (4.21'), and (4.8): 

Resn = 1/ SI( -iKn) 

(- )1+liUI(iKn )]2 

(5.2) 

which is purely imaginary and 

-i( _)1 Resn>O. 

In the lower half of the complex plane singularities 
may again occur anywhere. If the potential fulfills 

ai This result was first written down explicitly for l=O by 
Liiders36 ; see also BU.37 

36 G. Liiders, Z. Naturforsch. lOa, 581 (1955). 
37 N. Bu, Phys. Rev. 74, 131 (1948). 

.(3.14) then SI(k) is regular there for - Imk< a, except at 
Isolated points where it may have poles of finite order. 
The latter occur at the zeros of lz( -k). For a potential 
of finite range that statement holds for the entire lower 
half-plane. 
. For a potential of type (3.14) then the zeros of ll(k) 
111 the upper half-plane sufficiently close to the real 
axis lead to resonancelike peaks in SI(k) on the real 
axis.38 The zeros of lz(k) on the positive imaginary axis 
are sometimes referred to as "virtual bound states." 
For a potential of finite range R we may immediately 
refer to the detailed discussion in Sec. 4 of the distribu­
tion of zeros of ll(k) in the upper half-plane. Thus there 
is always at most a finite number of virtual states and 
an infinite number of "resonances" distributed as 
shown in (4.30). 

It is worthwhile to translate some of the foregoing 
statements into the language of energy. SI(E) then has 
a branch line along the positive real axis. If the poten­
tial satisfies (3.14) then Sz(E) is an analytic function 
on a two sheeted Riemann surface, regular on the 
"physical sheet" (Imk2:: 0) for I E I <h2a2/2J.1, except for 
simple poles at E= - I En I, where En are the energies 
of bound states; on the sheet reached via the cut along 
the positive real axis Sz(E) is regular for I E I <1i2a2/2J.1, 
except at a number of discrete points where it may have 
poles of finite order. The latter, if sufficiently close to 
the positive real axis, lead to resonancelike peaks in the 
functional behavior of Sz(E) for positive E. 

If the potential vanishes identically for r> R then 
the foregoing statements hold on the entire Riemann 
surface (except at infinity); furthermore, on the first 
sheet we then have by (4.16) and (4.17) 

lim [Sz(E)-1]e2ikR=0. (5.3) 
lEI .... "" 

If in addition the potential is absolutely integrable at 
the origin, then 

[Sz(E)-l]lkle2 ikR=O(l) as lEI ~ 00. (5.3') 

In either case one may apply Cauchy's theorem to the 
integral 

fdE'[SZ(~')-1]e2ik' R 

E-E 

over a contour running above and below the branch 
cut and closed by a circle of large radius on the first 
sheet of the Riemann surface. Since the values of Sz 
on the upper and lower rim of the cut are related ac­
cording to (4.5)-(4.7) by 

SI(E+if)=SI*(E-if), 

38 I should prefer not to refer to these peaks as resonances but 
to r~serve that name for peaks which are indeed caused by a 
phys!cal resonance phenomenon. Otherwise the term loses its 
phYSical content. In that sense, then, a single channel problem 
never has resonances except for the low energy type associated 
with a bound or "almost bound" virtual state. For the same reason 
I shou!d no.t like to refer to the complex zeros of /l (k) as decaying 
or radIOactive states. 

Downloaded 23 Jul 2011 to 156.56.192.248. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/about/rights_and_permissions



ANALYTIC PROPERTIES OF RADIAL WAVE FUNCTIONS 331 

the result is the dispersion relation,39 

1 f'" Im[(SI(E')-1)e2ik'R] 
+-P dE' , 

7r 0 .E'-E 
(5.4) 

where En= -n,2Kn2/2p. are the bound state energies, 
{Resn } are the residues of SI at k=iKn given by (5.2), 
and P denotes the Cauchy principal value. Because of 
the presence of e2 ikR this is not a very useful equation. 

More practically, we may represent the S matrix by 
the use of (4.31') as an infinite product40 : 

00 kn-k 
SI(k)=e-2ikR II --. 

n=1 kn+k 

This amounts to writing the phase shift as 

N k 
Mk)=-kR-L tan-L 

n=l Kn 

N' k "" 2kka (2) 
+ L tan-I-+ L tan-I---

n=1 Kn' a=1 [ ka [2- k2' 

(5.5) 

(5.5') 

where En= -h2Kn2/2p. are the hound state energies, 
E n'= -h2Kn'2/2p. are the virtual state energies, and Ea 
=n,2(ka(l)+ika(2»2/2J.j, with ka(l»O, ka(2»0, are the 
"'resonances." The distribution of the energies Ea is 
such that for any two given positive numbers c and d 
there exists only a finite number of Ea's above the ray 
ImEa=c ReEa or below the parabola ImEa=2d 
X (d2+ReEa)t. 

Notice that each term in the a-sum contributes an 
increase in the phaseshift by 7r in the vicinity of k:::::: [ ka [. 
The contribution of the linear decrease in the first term, 
however, is such that almost all these increases are 
compensated by subsequent decreases. If the rising part 
of the curve leads to a "resonance" (i.e., a value of 01 
which is an odd mUltiple of !7r) then so must the falling 
part (for almost all a), although that type of "reso­
nance" bears no relation to the ka • 

Another point to notice is that, in spite of the 
.appearance of infinitely many "resonance" terms in 
(5.5'), because of (5.1) only a finite number of them 
can actually lead to sin2ol= 1. There always exists an 
energy beyond which this can no longer occur.41 Fur-

39 See, e.g., E. Corinaldesi, Nuclear Phys. 2, 420 (1956). 
40 Such a product representation was written down by HU,37 for 

·example, but not proved. It was proved under the conditions of 
this paper by Regge.·6 

41 It is easily seen by considering hz (k) == /1 (k)+ /1 ( - k) that 
whenever the potential is at least exponentially decreasing at 
infinity there can be only a finite number of points where sin'll l = 1, 
i.e., hl(k)=O. In that case hl(k) is analytic on the real axis and, 
by (4.16), approaches unity at k -> ± 00 ; hence it cannot have 
infinitely many real zeros. If the potential does not satisfy (3.14) 
for any positive value of a then no such conclusion can be drawn. 

thermore, it is easily seen by means of (4.30) that the 
maximal slope of individual terms in the a sum, which 
for large a occurs at k"'ka(l), tends to naught as 1/ka(2). 
Consequently, not only are there but a finite number 
of "resonance" points, but beyond a certain energy the 
phase shift becomes monotonely decreasing. 

Another way of representing SI(k) if V(r)=O for 
r> R is a Mittag-Leftler expansion.42 In order to do that 
we need an estimate for the residues of SI(k) at k= -kn 

if jl(kn) = O. Because of the distribution of zeros given 
by (4.30) and by (4.4) the leading terms of jl(k).in the 
vicinity of k n when n ~ 00 are [assuming integrability 
of VCr)] 

jl(k) = 1- (- )1 (2ik)-1 fRdrV(r)e-2ikr+O(kn-I), (5.6) 

° while 

jl(k)= (- )lk-l!""drrV(r)e-2ikT+O(kn-l). 
o 

If we assume (4.29) then it is readily seen that we get 

jl(k) = -2iRUI(k)-1]+O(kn- 1) 

since for large k only the vicinity of r= R contributes to 
the integral. If we now evaluate jl at k= k n then we 
obtain, 

jl(kn ) = 2iR+O(kn-l). 

Consequently, the residue of SiCk) at k= -kn, 

Rn= - fz( -kn)jj!(kn) 
is by (4.16'), 

(5.7) 

(5.8) 

As a result of (5.8), (4.6) and its unitarity, the S 
matrix can be written24 

(5.9) 

where PI(k) is an entire function of k and it is under­
stood that Rekn 2::0, and that for the finite number of 
purely imaginary poles of SI(k), Rn is one-half the 
(purely imaginary) residue. Since by (5.8) and (4.30) 
for large n 

Rn Rn* 
-+-=iR(7rn)-2+0(n-4 10g2n), 
kn2 kn *2 

the series in (5.9) converges for all k and the Mittag­
Leftler expansion is established. 

As a consequence of (5.9) we can write 

Re[1-SI(k)]=2 sin2ol(k) 

An(E-En)+!Bnrn 
=EQI(E)+E L , (5.9') 

n (E-En)2+trn2 

42 See, for instance, C. Caratheodory, Functionentheory I (Birk­
hauser, Basel, 1950), p. 215 II. This was first proved by Humblet24 
although written down without proof before, for example, by 
HU.37 The argument below is a simplified and somewhat less 
rigorous version of Humblet.24 
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where 

and 

A n+iBn=2Rn/kn, 

En+!ir n = h2kn
2/2p., 

is an entire function of E. The residues Rn can be ex­
pressed in terms of the k n • By (5.5) we have 

Rn km+k n 
_=2c2iknR II ---. 
k,. mr<n km-kn 

(5.10) 

The entire function PI(k) is also determined by the k,.; 
but no simple expression is known. 

An interesting relation between the phase shift and 
the wave function, when the potential vanishes for 
r> R, is obtained as follows: 

Differentiating the equivalent of (4.19) for ll(k,r) 
and 'PI(k',r) with respect to k' and then setting k= k' 
yields after integration 

W[jI(k,r),cPI(k,r)] = -2k irdr'll(k,r') <Pl(k,r') 
o 

since cPz'(k,r)=o(rl) and cPl(k,r)=o(rl+l) as r~O. Dif­
ferentiation of (4.3) with respect to k therefore yields 

jl(k) = Ik-1ll(k)- 2kl+1 i
r 

dr'll(k,r') <Pl(k,r') 
o . 

+kIW[fI(k,r),<PI(k,r)], 

where r~R. We then find by (4.1) that 

jl(k) jl(-k) d 
----=-IOgSI(k) 
ll(k) ll(-k) dk 

2ik21 { i r 

2k2 dr' <pNk,r') 
11M)12 0 

- r[ <pz'2(k,r) - <PI (k,r) <PI" (k,r)]+ <Pl(k,r) <PI' (k,r) }, 

or by (4.8), for r~R, 

d i r 

-oz(k)=2 dr'Iif;I(k,r') 12 
dk 0 

- k-2{r[ Iif;z'(k,r) 12-if;z" (k,r)if;l*(k,r)] 

-if;z' (k,r)1/;I*(k,r)}. (5.11) 

This equation takes on its most transparent form for 
l=O. Since it follows from (5.11) that 

d 
21if;I(k,r)12=k-2-{ }, 

dr 
we may also write 

d f"" dkoo(k)=2 0 dr[lif;o(k,r) 1
2-lif;oout(k,r)J2] 

+!k-1 sin2oo(k), (5.11') 

where if;lout is the free wave function equal to if;1 for 
r~R and then continued in for r<R. For t=l=O this 
cannot be done since if;lout is then not square integrable 
at the origin. Equation (5.11') directly illuminates the 
significance of a "resonance." Whenever the phaseshift 
varies rapidly upwards it means that there is a large 
probability for the particles to be found inside the 
region of interaction. 

We may also write if;oout explicitly; thus43 

d i R 

-oo(k)=2 drlif;o(k,r) ILR 
dk 0 

+!k-1 sin(2kr+2oo). (5.11") 

It follows from this that 

(d/dk)oo(k) > - R+!k-1 sin(2kr+2oo) 
~ - (R+!k-1). (5.12) 

We may also compare Eq. (5.11) with (5.5); that leads 
to 

2 f""dr[lif;o(k,r) 12-/if;oout(k,r) /2]+tk-1 sin2oo(k) 
o 

It should be recalled at this point that all the results 
from Eq. (5.3) on assumed that the potential vanishes 
identically for r> R. We now return to the general case, 
assuming only (3.1). 

The low-energy behavior of SI(k) is established as 
follows: The analytic function 1/ (k) being regular in 
the lower half of the complex k plane, we have 

~ r d logll(k)=nl, 
27rdc 

(5.14) 

where nl is the number of zeros of ll(k) in the lower 
half-plane and the path of integration C runs along the 
real axis from + 00 to - 00, avoiding the origin by a 
small semicircle of radius ~ in the lower half-plane, and 
closed by a large semicircle of radius K in the lower 
half-plane. Since each discrete eigenvalue produces a 
simple zero of ll(k), nl is the number of bound states 
of angular momentum t. 

The contribution to (5.14) from the large semi­
circle vanishes by (4.16) in the limit as K ~ 00. If near 
k=O we write44 

- 43 This equation and the following inequality were given by 
Liiders.36 The inequality (5.12) and the corresponding one ob­
tainable from (5.11) for 1= 1 were first derived by Wigner under 
more general assumptions; E. P. Wigner, Phys. Rev. 98, 145 
(1955). 

44 It is sufficient that that is true in every cone of opening less 
than 'II' in the lower half-plane. 
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then the contribution from the small semicircle is 

f d 10gjl(k) ~ q f d logk= -i7rq 

.) .) 

in the limit as t~ O. Consequently, (5.14) becomes, 
by (4.9), 

lim lim[o/(-K)-O/(-E)+OI(t)-OI(K) 
f-t() K-+oo 

+ilOg ! h(K) /1(-E)!]=27r(nl+!q). 
jl( -K) h(t) 

The imaginary term vanishes by (4.7). Furthermore, 
because of (4.7), ol(k) may be defined to be an odd 
function of k. We have therefore 

ol(O)-M 00 )=7r(nl+!q). 

A glance at (4.25) and (4.25') shows that q=O if 
jl(O) =1=0; q= 1 if jl(O) = 0 and 1=0; q= 2 if jl(O) = 0 and 
l~ 1. In the last case, as we saw, k=O is a discrete 
eigenvalue and should thus be added to nl. As a result 
we obtain the Levinson theorem46 

OI(O)-OI( 00) 

{
7r(nl+t), if 1=0 and h(0)=0, 

= (~1~ 
7rnl, otherwise, 

which constitutes the only generally valid relation be­
tween scattering phaseshifts and bound states. 

Because of (4.16), Ole 00) may always be defined to be 
zero. Equation (5.15) then determines the value of the 
phaseshift at zero energy. As a consequence of (5.15) 
we have 

{ 
-1, if 1=0 and h(O)=O," 

SI(O) = (5.16) 
1, otherwise. 

Notice that SI(O) = -1 implies by (2.15) that the 
scattering amplitUde becomes infinite at E=O. This 
happens whenever the potential is such that the 
slightest strengthening will introduce a new bound 
state of zero angular momentum. This is usually re­
ferred to as a zero-energy resonance. 

The next question that arises is how SI(k) approaches 
its limiting value at k=O. The answer is given most 
simply by using (2.21) in combination with (4.8) 

Sl(k)= 1-2iklf'" drul(kr) V(r) 'PI (k,r)/jl ( -k). (5.17) 
o 

• 45 Although this theorem ~as known before in less precise form, 
It was proved first by Levmson.13 The proof given here follows 
Levinson. It has been proved under more general hypotheses, 
namely, only the completeness of the set of eigenfunctions by 
J. Jauch! Relv. Phys. Acta 30, 143 (1957); see also A. Martin, 
Nuovo Clmento 7, 607 (1958). 

The inequalities (3.9) and (3.11) show that 

ISI(k)-ll ~ CI kl 21+l fOOdr l VCr) I 
o 

If jl(O) =1=0 then we may conclude that the right-hand 
side is 0(k21+1) provided that46 

fOOdr l VCr) I r21+2< 00. 
o 

If jl(O) = 0, then it follows from (4.25) that the right­
hand side of (5.18) is 0(k21-1) for 1~ 1, and 0(1) for 
1= O. Consequently, if the potential satisfies the fore­
going restriction, then as k ~ 0, 

SI(k)-l =2ie iol sinol 

{ 
-2, if 1=0 and jl(O) =0, 

= (5.19) 
o (k21+I), otherwise. 

If there is a bound state of zero energy (which is possible 
only if 1~ 1), then as k ~ 0 

SI(k)-1=0(k21- 1). (5.19') 

We may generate a Born series for SI(k) by using 
(5.17). Just as in the case of if;l(k,r), it is the presence 
of jl(-k) in the denominator which may prevent the 
convergence; as (5.18) shows, the numerator converges 
absolutely. We may, therefore, draw the same con­
clusion as at the end of Sec. 4. For every potential that 
fulfills (3.1) there exists an energy beyond which the S 
matrix can be expanded in an absolutely convergent 
Born series. Furthermore, it follows from (5.17) to­
gether with (4.16) and (3.13) that in the high-energy 
limit the first term in the Born series is a good 
approximation. 

Suppose that the potential V = - 1 u 1 produces 
neither a bound state of 1=0 nor a "zero energy reso­
nance." Then jo(O)¢O; the replacement (4.33) with 
1;\1 ~1 cannot make jo(O)=O either, for that would 
imply 

_\fXl 

drV(r) I CPo (O,r)j2 = -f'" drcpo*(O,r) cpo" (O,r) 
o 0 

= L'" drl 'Po'(O,r) 12, 
o 

which is possible only for real ;\. As a result the Born 
series for 

lim [SoCk) -lJ/k= jo(O)/ jo(O) 
k-->O 

46 D. S. Carter, Ph.D. thesis, Princeton University, 1952 
(unpublished). 
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converges absolutely. A glance at (2.15) shows that 
because of (5.19) the Born series for the scattering 
amplitude at zero energy then converges absolutely. 
But insertion of (2.2) and of the middle form of (2.3) 
in (2.12) shows that the Born series for 8 (k',k) using U 
is dominated by that for 8(0,0) using V = -I UI. Con­
sequently, a sufficient criterion for the Born series for 
the scattering amplitude of a potential U to coIiverge 
absolutely at all energies is that V = - I U I produce no 
s wave bound states or zero energy resonance.47 

We finally want to look at a question of more re­
stricted applicability: Is it possible to determine the 
Jost function fl(k) from the knowledge of SI(k)? The 
answer is "yes," provided that we know also in addition 
the energies of the bound states. [Their number is 
already determined by SICk) according to (5.15).J 

If there are nl bound states with energies -1i2I(n2/2P" 
Kn~O, then we know that SI(k) can be written by 
(4.5) as 

where 

and 

(5.20) 

is an analytic function regular in the lower half of the 
complex plane, without any zeros there, and with 

Ned(k) ~ 1 
Ikl--

there. Therefore logflred(k) is analytic in the lower half­
plane and vanishes at infinity; consequently, it satisfies 
a simple "dispersion relation." By Cauchy's theorem 

Pf"" 10gJ{"d(k') 
logjled(k)= -- dk'----

1I'i _"" k'-k' 
and hence 

1 f"" dk' 1m logfrd(k') 
loglfl(k) I =--P . 

11' _"" k'-k 

By (5.20) and (4.9) we have 

1m logflred(k)=01(k)-2 1: .. cot-1(k/I(,,) 

and therefore48 

1 foo dk'OI(k') E- En 
log I fl(k) I =--P +1: log--

11' -00 k'-k n E 
or 

( En) [IJ"" dk'OI(k')] fl(k)= II 1-- exp -- , . 
n E 11' -00 k - k+ZE 

~---

(5.21) 

(5.21') 

47 The foregoing argument is a slight generalization of that given 
by H. Davies, Nuclear Phys. 14, 465 (1960). 

48 The phaseshift is assumed to be defined so that it vanishes 
at infinity. A similar, but slightly less explicit form of Jz(k) was 
given by Jost ,and Kohn.49 

49 R. Jost and W. Kohn, Phys. Rev. 87, 977 (1952). 

in the limit as E ~ 0+. This explicitly expresses fl (k) 
in terms of the phaseshift ol(k) (Le., of SI(k» and the 
bound states. 

6. GREEN'S FUNCTION 

It i" very easy now to write down a complete Green's 
function or resolvent of the radial SchrOdinger equation 
(2.10). Such a function must satisfy the equation 

[ 
d2 1(1+1)] 

--+V(r)+---k2 @l(k;r,r') 
dr2 r2 

= -o(r-r'). (6.1) 

It is therefore a solution of (2.10) for r+r'. At r=r' its 
derivative suffers a discontinuity of unity: 

d l>=r'+-
-@I(k;r,r')I'=1. 
dr r~r'-. 

(6.2) 

Suppose, then, we want the Green's function appro­
priate to the boundary condition of (2.8), namely, such 
that it contains no incoming waves at infinity. It must 
then have the form 

{ 
f{)z(k,r)a(k,r'), r<r', 

@z(k'rr')= 
, , ft(k,r)b(k,r'), r> r'. 

Since @I must be continuous at r= r' we find that 

a (k,r) = C(k)fz ( -k, r), 

b(k,r) = C(k) f{)l(k,r). 

The requirement (6.2) then fixes C(k) 

C(k)W[ f{)l(k,r),jl( - k, r)J= 1. 

Because of (4.3) we then find that 

C(k)= (- )1+lk1/ ft(-k). 

As a result 

@l(k; r,r') = (- ) l+lk1 f{)z (k,rdfl ( -k, r>)/ ftC -k) 

= (- ) l+lk-V--z (k,r dfz( - k, r». (6.3) 

From the analyticity of f{)l(k,r), fl(k,r) and fz(k) we can 
therefore infer the following properties of the Green's 
function @l(k;r,r'). 

For each fixed rand r', @l(k; r,r') is an analytic 
function of k regular in the open upper half of the 
complex plane and continuous on the real axis, except 
for simple poles at k=iKn if _1(,,2 is a discrete eigen­
value, and except at k=O where it may be as singular 
as O(k-2) when approached from above the real axis 
(for 1=0, it is at worst O(k-l». 

In the language of the energy E, @l(k; r,r') has a 
branch cut along the positive real axis. On the "physi­
cal" sheet of its Riemann surface (Imk~O) it is a 
regular analytic function except for a finite number of 
simple poles on the negative real axis at the position of 
the bound states. At E=O, it has a branch point and 
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may in exceptional cases be O(E-I) when E=O is 
approached from the first sheet of the Riemann surface. 
[For 1=0, O(E-i).] As E-t 00 on the first sheet, it 
follows from (3.13), (3.17), and (3.16) that 

®1(E; r,r')=GI(E; r,r')+o(lkl-Ie-v1r-r'l) 
= (2ik)-I(eik(r>-rd- (_ )leiHr>+rd) 

+o(lkl-le-vlr-r'I). (6.4) 

The function ®1(E; r,r') taken at the upper rim of 
its branch cut (i.e., at k>O) is usually denoted by 
®l(+); when we follow its analytic continuation around 
the origin to the lower rim of the cut (k <0) we obtain 
®IH. 

In general nothing can be said about a possible 
analytic continuation of ®l beyond the branch cut onto 
the second sheet. If the potential satisfies (3.14), then 
it is regular there as far as I E I < a2h2/2J,l, except possibly 
for poles of finite order. The latter, if sufficiently close 
to the positive real axis, lead to resonancelike peaks in 
the scattering amplitude. If the potential vanishes at 
infinity faster than every exponential (e.g., if it is 
identically zero beyond a finite point), then ®l has an 
analytic continuation into the whole second sheet of 
its Riemann surface, where it then must have infinitely 
many poles of finite order. 

The relation between ®l and Sl is given directly by 
the solution of (2.8): 

if;ICk,r) =ul(kr)+ foodr'®ICk; r,r') V(r')ul(kr'), (6.S) 
o 

which, inserted in (2.21), yields 

Sl(k) = 1-2ik-II'" drul(kr)V(r)ul(kr) 
o 

X®ICk; r,r') V (r')ul(kr'). (6.6) 

The difference in analytic behavior between SI(k) and 
®/(k; r,r'), the latter being regular in the upper half­
plane (except for the bound state poles), while the 
former need not be regular there, comes from the pos­
sible divergence of the integrals in (6.6). 

7. COMPLETENESS 

We now want to prove the completeness of the set 
of eigenfunctions of the radial Schrodinger equation 
under the assumption (3.1) on the potential. The idea 
of the proofliO is to evaluate the integral 

f dE®I(E; r,r') 

50 This proof follows Jost and Kohn,49 Appendix. It is the type 
of proof given by Titchmarsh, see E. C. Titchmarsh, Eigenfunction 
Expansions I (Oxford University Press, New York, 1946). 

over a closed contour running along the two rims of the 
branch cut in the complex E plane and closed by a large 
circle at infinity on the first sheet of the Riemann sur­
face. On the one hand, that integral is evaluated by 
Cauchy's residue theorem in terms of the bound state 
poles on the negative real axis. On the other hand, it is 
explicitly written down in terms of its various con­
tributions. The whole procedure is a little simpler, 
however, in the k plane. 

We consider the integral 

fCr)=. f kdk foodr'h(r')®IC -k; r,r'), C7.1) 
C 0 

where ®l is given by C6.3), her) is an arbitrary suffi­
ciently well behaved function of r (square integrability 
suffices), and the contour C of the k integration is the 
same as in (5.14). 

The integral fer) is written 

[=[1+[2 

flCr) = - fdkk 1+l I r 
dr'h(r') <PI Ck,r')fl (k,r)/ ft(k) C7.2) 

C 0 

[2Cr)= - idkkl+lfOOdr'h(r')ft(k,r') <PICk,r)/fl(k). (7.3) 
C r 

We first consider fl{r). 
Suppose that the discrete eigenvalues are -Kn2• Then 

we write (Kn>O) 

<Pl(n) (r)=. <PI ( -iKn, r), 

fl(n) (r)=.fz( -iKn, r), 

C,,='il(-iKn ). 

Since <Pl(k,r), fl(k,r), and fl(k) are analytic functions 
regular in the lower half of the complex plane and 
fl(k) has simple zeros at k= -iKn, the integral fl(r) is 
evaluated immediately by means of Cauchy's residue 
theorem 

[l(r) = -27ri L i r 
dr'h(r') <Pl(n) (r')f/") (r) (-iK.,)l+I/C".. 

" 0 

If we call 

iOOdr[<pl(n) (r)]2=.N ,,2, 

then C 4.21') reads 

Cn= -2an ( -iKn)l+lN,,2, 

where 

Thus we obtain 

h(r)=i7r L frdr'h(r')<Pl(n)(r')<pz(n)(r)Nn-2. (7.4» 
n 0 
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On the other hand, we evaluate II directly. The con­
tribution 11< to the k integral from the small semicircle 
vanishes in the limit as its radius tends to zero, except 
when fl(O)=O. In that case it still vanishes for 1=0, 
because of (4.25). For 1?,1 we write 

fl(k) = cok2+o(k2). 

The contribution from the small semicircle is then by 
(4.21) seen to be 

11«r) = -i1r frdr'h(r') 'PI(O) (r') 'PI(O) (r)No-2, (7.5) 
o 

where 

and 

The contribution IIR to I I from the large semicircle 
is evaluated by the use of the asymptotic functions for 
large Ikl. Thus by (3.13) and (3.17) 

IIR '" !ifT dr'h(r')! dk(e-ik(r-r') - (- )le-ik(r+T'» 
R-.oo o s.c. 

'" !h(r)f dkk-I = !i7rh(r). (7.6) R .... oo 
B.C. 

The remaining contribution liE to II is the integral 
over the real axis, where we may use the fact that 'P1(k,r) 
is an even function ofk and then (4.1) and (4.7) ; thus 

11E(r) = £Tdr'h(r')(i~'+ £~)dkkl+1 
X 'P1(k,r')fl(k,r)/ fl(k) 

= -i fTdr'h(r') (L:'+ £~)dkk21+2 
X 'Pl(k,r') 'PI (k,r)/ Ifl(k) 12. 

We may now let E -') 0 and get 

11E(r)=-2ifrdr'h(r') f"'dkP l+2 
o 0 

X 'Pl(k,r') 'P1(k,r) /1 ft(k) \2. (7.7) 

Equating the sum of (7.5)-(7.7) to (7.4) yields 

iT [ J'''' 'Pl(k,r')'Pl(k,r) 
h(r)=2 dr'h(r') 2 dkk21+2-----

o 0 7r1!t(k)12 

'P1(n) (r') 'Pl(n) (r)] 
+2: , (7.8) 

n N n2 

where the sum now includes the bound state of zero 
binding energy if there is one. 

We then go through the same arguments for 12(r), 
where we may replace the upper limit of the r' integra­
tion by r+#L, #L being an arbitrary positive number. The 
result is 

f
r+~ [ foo 'P1(k,r')'Pl(k,r) 

h(r)=2 dr'h(r') 2 dkk2l+2,-----
r 0 1r Ifl(k)l2 

'Pl(n) (r') 'P/n ) (r)] 
+2: . (7.8') 

n N n2 

We now add (7.8) and (7.8'), divide by two, and let 
#L -') 00. The ensuing improper integral will converge 
provided her) is square integrable. The result can be 
written in the customary notation of a 0 function 

2fOO 'PI(k,r) 'PI(k,r') 
- dkpl+2 . 
7r 0 I ft(k)i2 

'Pl(n) (r) 'Pl(n) (r') 
+2: o(r-r'). (7.9) 

N n 2 

This proves the completeness of the set of wave func­
tions of the continuous and discrete spectrum and shows 
at the same time what the necessary weight function is. 

The weight function appearing in (7.9) is also defined 
as the spectral function pl(E) in the following sense. 
If we set 

dpl(E) ={::rl+l/lfl(k)!2, E>O, 

dE 2:o(E-En )/Nn2, E5,O, 
n 

(7.10) 

with Pl(-OO)=O, then (7.9) can be written as a 
Stieltjes integral 

At the same time we may now write the resolvent (6.3) 

h2 f 'PI (k',r) 'PI (k',r') 
~h(E; r,r')=- dpl(E') . (7.11) 

2#L E-E' 

On the upper rim of the branch cut we get the outgoing 
wave Green's function @l(+); on the lower rim, the 
incoming wave Green's function @I H . The average of 
the two defines a real (standing wave) Green's function, 
@1(P), for which the Cauchy principal value of the 
integral must be used. 

A comparison of (7.9) with (4.8) shows that we may 
write the completeness in terms of the physical wave 
function 1/;1 

2foo - dk1/;l(k,r)1/;I*(k,r') 
7r 0 

+2: 1/;1(n)(r)1/;I(n)(r')=o(r-r'), (7.9") 
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where !fz(n) (r) are the bound-state wave functions nor­
malized to unity 

!fz(n)(r) = <pz( -iKn , r)/N n. 

The complete Green's function can similarly be written 

@z(k; r,r') 

2foo !fZ (k',r)!fz* (k' ,r') !fz(n) (r)>/;/(n) (r') 
=- dk' +L:-----

7r 0 k2-k'2 n k2+Kn2 

where for real k the limit from above the real axis to 
positive k defines the outgoing wave Green's function, 
and to negative k, the incoming wave Green's function. 

8. GEL'FAND-LEVITAN EQUATIONS 

The equations first derived by Gel'fand and Levi­
tan6l.~2 have a special interest for the solution of the 
problem of going backwards, from a knowledge of the 
phaseshift and bound states to the underlying potential. 
However, they are useful. sometimes also in other 
contexts. 

Consider the function63 

I(E,r)= J dpz(l) (E') <PI(k',r) 

X Irdr' <pz(1) (k',r') <PI (I) (k,r') , (8.1) 
o 

where the quantities with the superscript "1" refer to 
a given potential V(l)(r), and those without superscript, 
to another potential VCr). If we insert (4.19) and (7.10) 
in (8.1) and use (4.1), we obtain 

if Kn refers to the bound states of Vel) (r) and we take k 
slightly off the real axis into the lower half-plane. 
Adding to the integral a similar one over a large semi­
circle in the lower half-plane, we can evaluate it by 
means of Cauchy's residue theorem. The result exactly 
cancels the bound state sum in (8.2). Thus we are left 

.1 I. M. Gel'fand and B. M. Levitan, Doklady Akad. Nauk 
S.S.S.R. 77, 557 (1951). 

02 I. M. Gel'fand and B. M. Levitan, Izvest. Akad. Nauk 
S.S.S.R. 15,309 (1951). 

03 The procedure follows Jost and Kohn.M See also N. Levinson, 
Phys. Rev. 89, 755 (1953). 

MR. Jost and W. Kohn, Kg!. Danske Videnskab. Selskab, 
Mat.-fys. Medd. 27, No.9 (1953). 

with the negative of the integral over the large semi­
circle where we may use the asymptotic functions for 
large k', given by (3.13), (3.17), and (4.16). The result 
is that 

I (E,r) = <pz(k,r)-!<pz(l) (k,r). (8.3) 

The next step is to notice that the completeness proof, 
i.e., the derivation of (7.8), would have gone through 
just as well if <pz(k,r') had been replaced by <pz(l) (k,r'). 
If in the resulting formula we set her) = <PI(l) (k,r) , we get 

X irdr' <Pz(l) (k,r') <pz(1) (k',r'). (8.4) 
o 

The implication of (8.i), (8.3), and (8.4) is that 

<PI (k,r) = <Pl(l) (k,r)+ Irdr'Kz(r,r') <Pz(1) (k,r'), (8.S) 
o 

where 

Equation (8.S) resembles that containing a complete 
Green's function; however, in contrast to the latter, 
Kl(r,r') has the remarkable property of being inde­
pendent of the energy. It obviously satisfies the dif­
ferential equation 

iJ2 [ l(l+ 1)] 
-Kl(r,r')- V(r)+-- Kl(r,r') 
(jr2 r2 

(j2 [ l(l+ 1)] 
=-Kl(r,r')- V(l)(r')+-- Kl(r,r'). 

(jr'2 r'2 
(8.7) 

Inserting (8.S) in the Schrodinger equation and using 
(8.7) readily leads to 

d 
2-Kz(r,r) = V(r)- V(l) (r). (8.8) 
dr 

In addition, Kl satisfies the boundary condition 

Kz(O,r) =0. (8.9) 

If we multiply, finally, (8.S) by <Pz(l) (k,r") and inte­
grate with the weight PI(l)-pt, we obtain the Gel'fand 
Levitan integral equation 

Kl(r,r') = gl(r,r')+ i r 
dr" Kz(r,r")gz(r",r'), (8.10) 

o 
where 

gz(r" ,r') = f d[Pz(l) (E) - pz(E) ] 

X <PI(l) (k,r") <pz(1) (k,r'). (8.11) 
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It can be shownM that (8.10) always has a unique 
solution. A knowledge of the spectral function pI(E) 
thus determines KI(r,r') via (8.10) and (8.11); the func­
tion <PI(k,r) then follows from (8.5), and the potential, 
from (8.8). The spectral function in turn is given by 
(7.10) in terms of the bound state energies and the 
Jost function jl(k), and the latter is given by (5.21) in 
terms of the phase shift and the bound state energies. 
This demonstrates that in general, binding energies and 
scattering phaseshifts are completely independent, and 
that if there are nl bound states, then there exists an nl 
parameter (the N n) family of potentials all of which 
lead to the same phaseshift and to the same binding 
energies. 

A simple application is that in which the difference 
PI(l) - PI is infinitesimal, due to an infinitesimal change 
in the phaseshift.55 In that instance one uses (5.21) and 
(7.11) in (8.6) and finds 

2 00 
K!(r,r') = --f dk'k'oOI(k') 

11"-00 

[ 
t/;/n) (r)t/;/n) (r')] 

X ®z(P) (E' ; r,r') - ".E ---, ---
n E -En 

to first order in the variation ooz(k) of the phaseshift. 
Consequently, by (8.8), 

OVer) 4 d { . [t/;I(n)(r)J2} 
--= --k- ®z(P) (E; 1',1') - L: . 
oOI(k) 11" dr n E-En 

(8.12) 

Specifically, for 1'=0, we have by (6.3), (3.3), and (4.3') 

and therefore 

d 1 
-®I(P)(E; r,r)--"---, 
dr r--+O 2l+ 1 

OV (0)/001 (k) = 4k/1I"(2l+ 1). 

This equation can be integrated immediately 

(8.13) 

V(O)- V(l) (0) = [8/11" (2l+ 1)J .£00 dkk[oz(k)-O/l) (k)J, 
o 

where VCr) and V(l) must have the same bound states. 
Finally we use the Bargmann potentials (Sec. 10) in 
order to construct a potential V(l) with the same bound 
states as V and whose phaseshift is asymptotically 
equal to oz(k), i.e., the value given by (5.1'). The result 
is a simple exact relation between the value of the 
potential at the origin and the lth phaseshift and bound 
state energies En (l) ( <0)00: 

4 {2 00 [ 1 00 ] } V(O)=-- -f dk k01(k)+- r drV(r) - L:E,,(l) , 
2l+1 11" 0 2Jo n 

(8.14) 
55 R. G. Newton, Phys. Rev. 101, 1588 (1956). 

or 

V(O) =_4_{ -~.£oodkk[Mk)+kO/ (k)J- L: En (l) }, 
2l+ 1 11" 0 n 

(8.14') 

the prime indicating differentiation with respect to k. 
This shows that although the phaseshifts of the same 
potential are asymptotically equal for different l values 
and near k=O become smaller as l increases, their first 
moments increase with growing l. 

9. GENERALIZATION TO THE CASE 
WITH COUPLING 

Almost everything done in the preceding sections can 
be generalized to the case in which the potential V1o.Z,.,J 
in (2.9) has off-diagonal elements}6 It is then most 
convenient to write (2.10) in matrix notation suppress­
ing the indices; thus 

where VJ is the square matrix (2.9), L is the diagonal 
matrix of the l values, and \{I J is the square matrix 
\{Izo.I'o,J of (2.6). It may be well to recall the meaning 
of this square matrix: Each column is a solution of 
(9.1), its components indicating the various angular 
momentum components; the columns differ from one 
another by their boundary conditions, e.g., by the 
incoming wave according to (2.8). It is more convenient 
to work with such a square matrix then with the in­
dividual columns. 

The fact that (9.1) has equations of different angular 
momenta coupled together leads to certain complica­
tions owing to the different behavior at 1'= 0 of the 
solutions belonging to different l values. We want to 
introduce a regular solution <i>J(k,r) which would be 
the generalization of <p1(k,r). However, the boundary 
condition (3.3) cannot be generalized in any simple 
way}S It is easier to write down directly the matrix 
integral equation that is to replace (3.7). But unless 
special precautions are taken or else a very strong 
assumption is made concerning the behavior of the 
off-diagonal elements of VJ, the resulting integral 
diverges at 1'=0. This divergence can be eliminated by 
adding a judicious inhomogeneity in the integral equa­
tion. We shall restrict ourselves to the case of s = s' = 1 
with tensor force coupling. The procedure is readily 
generalized to higher spin values. 

56 The content of this section follows Newton and Jost,'7 and· 
Newton,l1 The order of the matrices, however, has been changed. 
Equations in footnote references 17 and 57 have to be read from 
right to left in order to agree with those in this section. 

61 R. G. Newton and R. Jost, Nuovo cimento I, 590 (1955). 
5S A simple example of a square well V J furnishes an illustration; . 

see W. Rarita and J. Schwinger, Phys. Rev. 59, 436 (1941). If 
one wants to solve the equations by series expansion, even the 
regular solution contains the logarithmic terms of the Fuchs 
theory; d., e.g., E. L. Ince, Ordinary Differential Equations; 
(Longmans, Green and Co., Ltd., New York, 1927), p. 356 ff. 
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If we write 

o ) (9.3) 
gJ+l(k;r,r') , 

with gl(k; r,r') given by (3.6), then we can define a 
regular matrix solution !f>J(k; r) of (9.1) by the integral 
equation 

!f>.r(k,r) = U J(k,r{ 1 + (21 + 1) £r dr'r'-lV TJ(r')] 

+ frdr'[9J(k; r,r')VJ(r')!f>J(k,r') 
o 

where 

( ° 0) VTJ= 
V J_l,J+1J ° 

This integral equation can always be solved by suc­
cessive approximations if the elements of VJ satisfy 
(3.1a); the matrix function !f>J(k,r) has all the regularity 
and reality properties of ((ll(k,r). 

The generalization of the solution II(k,r) is a matrix 
function F J(k,r) defined by the boundary condition 

limeikrF J(k,r) =iL, (9.S) 
,......."" 

or the integral equation 

F J(k,r) = W J(kr) 

- f""dr'9J(k; r,r')VJ(r')FJ(k,r') (9.6) 
r 

with 

(
WJ_l(kr) 

WJ(kr) = 

° 
Under the hypothesis (3.1b) on all elements of the 
potential matrix this integral equation can also always 
be solved by successive approximations. F J(k,r) has all 
the regularity properties of II(k,r). 

The generalized Jost function F J(k) is defined by 
the analog of (4.3) 

F J(k)=:;kLW[F J(k,r),!f>J(k,r) J, (9.7) 

where the Wronskian matrix69 

W[F,!f>J=:;FT!f>' - FT'!f> 

is defined so that it is independent of r if F and !f> both 

69 A superscript liT" indicates the transposed matrix. The sym­
metry of the potential matrix is an important assumption. By 
(2.17) it follows from time reversal invariance of the inter­

.action 1I /. 

solve the same Eq. (9.1). In terms of FJ(k) we have 

!f>J(k,r) = lieF J(k,r)F JT( - k) 
-(-)LFJ(-k,r)FJT(k)Jk-L--l (9.8) 

instead of (4.1). The matrix function FJ(k) has all the 
regularity properties of II(k). 

Comparison of the asymptotic form of (9.8) by (9.5) 
with (2.23) then gives us the S matrix 

SJ(k) =F JT(k)[F JT( -k)J-I. (9.9) 

This can be transformed by using the fact that because 
of the boundary condition 

W[!f>J (k,r) ,!f> J (k,r) J = 0. 

If (9.8) is inserted in this one obtains 

FJ( -k)FJT(k)=F J(k)FJT( -k), 

which shows that (9.9) can also be written 

SJ (k) = [F J(k) J-IF J(k), 

(9.10) 

(9.9') 

at the same time verifying the symmetry of SJ. Since 
F J(k) has the property (4.7) it follows also that SJ is 
unitary. Furthermore,' (9.9') implies that 

(9.11) 

The relation of the physical wave function'll J to !f> J 

is seen by comparing (9.8) with (2.23), together with 
(9.S) and (9.9) : 

'lr J(k,r) = !f>J(k,r)kL+l[F JT( - k) J-I. (9.12) 

This is the analog of (4.8). 
An integral representation for F J(k) can again be 

written down, but it is complicated by the extra in­
homogeneities in (9.4). F J(k) being a matrix, it is not 
related in any direct way to the Fredholm determinant 
of (2.8). 

The bound states can again be obtained from F J(k). 
This time they are those points k=ko in the lower half 
plane where detFJ(ko) =0. Why that is so is most 
easily understood by introducing an auxiliary irregular 
solution I J(k,r), which satisfies 

W[h,!f>JJ= 1, 

W[IJ,hJ=O, 
(9.13) 

and which, for all fixed r=fO, is an entire function of k2,17 
We can then express FJ(k,r) in terms of !f>J(k,r) and 
I J(k,r), 

F J(k,r) =!f>J(k,r)kLF /(k)+I J(k,r)k-LF J(k), (9.14) 

where 
F/(k) = -k-LW[FJ,! J]. 

In contrast to (9.8), (9.14) always holds in the lower 
half of the complex k plane, too. 

Now, if detF J(ko) =0 and Imko<O, then there exists 
a constant vector a so that F J(ko)a=O. Equation (9.14) 
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then shows that 

F J(ko,r)a= iPJ (ko,r)koLF / (ko) a (9.15) 

is a solution regular at the origin and exponentially 
decreasing at infinity; ko2 is thus a discrete eigenvalue 
and F J(ko,r)a is the corresponding eigenfunction. Again 
it follows that ko must lie on the negative imaginary 
axis. Conversely, if k0

2 is a discrete eigenvalue, then 
there must exist a constant vector a so that (9.15) 
holds and hence by (9.14) 

I J(ko,r)ko-LF J(ko)a=O 

identically in r. It then follows from (9.13) that F J(ko)a 
=0 and consequently detFJ(ko) =0. 

The significance of the vector a is shown by (9.15). 
By the boundary condition (9.5) the asymptotic form 
of the bound-state wave function is proportional to 

exp( -[ ko [r)(al' -a2). 

In that sense the ratio of the components of a deter­
mines the mixture of angular momenta that forms a 
bound state. It is always possible that accidentally more 
than one mixture is bound with the same energy; that 
is the degenerate case. In the present instance of only 
two coupled angular momenta it would imply that 
FJ(ko) =0. 

It can be proved17•67 that if detFJ(ko)=O when 
Imko<O, then [FJ(k)]-l has exactly a simple pole at 
k=ko. That statement has no bearing on the question 
of degeneracy. The contrary is true for detF J(k), which 
in the degenerate case has a double zero and hence its 
inverse, a double pole. 

The point k=O is somewhat complicated. For J> 1, 
detF J(O) =0 implies a zero-energy bound state; for 
J = 1 it does so only if [F J(0)]22=0 and k2[F J(k)]12 ~ 0 
as k ~ O. The matrix function k-LF J(k)kL is continuous 
at k=O, and the analog of (4.25) is that 

(9.16) 

always exists and differs from zero if and only if E=O 
is a discrete eigenvalue. 

The argument concerning the finiteness of the number 
of zeros of /I(k) in the lower half-plane can be carried 
over directly to F J(k). Again the result is that the 
number of bound states for a given J is finite if all 
elements of VJ satisfy (3.1). 

At high energies we have the analog of (4.16). 
For Imk:S;O 

lim F J (k)=1 
I kl->oo 

(9.17) 

and consequently, 

lim SJ(k)=1. 
k->±oo 

The statements made in Sees. 4 and 5 concerning the 
high-energy behavior in the upper half of the complex 
plane under stronger assumptions on the potential carry 
over to the present case. 

At low energies one can generalize first of all (5.15). 
If we define 

(9.18) 

then comparison with (2.20) shows that 7)J is the sum 
of the eigenphaseshifts of total angular momentum J 

(9.18') 

One can then show that67 

= { 
71'(nJ+!), if J = 1 and k=O is a resonance, 

71'nJ, otherwise, 
(9.19) 

nJ being the number of bound states of total angular 
momentum J (counted twice in the degenerate case);. 
the resonant case is that in which detF 1(0) = 0 and 
QI=O [see (9.16)]. 

The way in which SJ approaches its zero-energy 
value is found similarly as in the case of no coupling. 
The result is that, provided the (2J+4)-th absolute 
moments of all elements of VJ exist and they are abso­
lutely integrable, the generalization of (5.19) is 

(
0(k2J- 1) o (k2J+I) ) 

SJ(k)-l= as k~O (9.20) 
o (k2J+l) o (k2J+3) 

unless detF J (0) = 0; in the latter case we have 

(
0 (k2J- 3) 0(k2J-I») 

SJ(k)-l= , if J> 1, 
o (k2J- 1) o (k2J+I) 

(
O(k) 0(k3») 

= 0(k3) 0(k3) ,if J = 1, 

(9.20') 

unless we have the "resonance case." 
We may now write down the complete Green's func­

tion which solves 

[ 
d2 L(L+1)] --+ VJ(r)+ k2 @J(k; r,r') 
dr2 r2 

= -o(r-r'). (9.21) 

The arguments leading to its construction are the same 
as in Sec. 6. The result is the analog of (6.3), 

@J(k; r,r') 

= {( - )JiPJ(k,r)kL[F JT( -k)]-IF JT( -k, r'), r<r', 

(- )JF J( -k, r)[F J( -k)]-lkLif>JT(k,r') , r>r', 
(9.22) 

or by (9.12) 

r<r' 

r>r'. 
(9.22') 

The-verification that this is indeed a Green's function> 

Downloaded 23 Jul 2011 to 156.56.192.248. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/about/rights_and_permissions



ANALYTIC PROPERTIES OF RADIAL WAVE FUNCTIONS 341 

i.e., that it is continuous at r= r' and fulfills the matrix 
version of (6.2) is not completely trivial. It rests on the 
observation that60 

FJ(k,r)FJT(-k, r)-FJ(-k, r)FJT(k,r) =0, 

F / (k,r)F JT (- k, r) - F / (- k, r)F JT (k,r) (9.23) 
= (- )J2ik. 

These equations are proved by introducing an auxiliary 
matrix solution A(k,r) of (2.10), which satisfies the 
boundary condition 

A(k,ro) =0, A' (k,ro) = 1, 

at an arbitrary point ro+O. A can be expressed in terms 
of F J (k,r) and F J ( - k, r), the coefficients being found 
by evaluating the Wronskians. If we then insert the 
boundary condition at ro we obtain (9.23). 

The regularity properties of (f!h are the same as those 
of @l' We can again relate the S matrix to it by solving 
(2.8) : 

'l' J(k,r) = kL+1U J(k,r) 

+ i"'dr'@J(k; r,r')VJ(r')U J(k,r')kL+1 (9.24) 

and then inserting this solution in (2.21) 

SJ (k) = 1-2ikL+i 1'" drU J(k,r)VJ(r)U J(k,r)kL+! 
o 

X@J(k; r,r')VJ(r')U J(k,r')kL+!. (9.25) 

The completeness of the eigenfunction of (9.1) is 
proved17 •67 by the same method as in Sec. 7 for a single 
equation. The result is that (7.9') is replaced by 

f <I>J(E,r)dP J(E)<I>JT(E,r') = o(r-r'), (9.26) 

where the spectral function is given by 

with P J( - 00) =0. P J(E) is a real, symmetric, positive 
semidefinite matrix function of E. The matrices Cn are 
real symmetric, positive semidefinite, and in general 
singular, with the property 

Cn = fOOdrCn<I>Jcn)T(r)<I>Jcn) (r)Cn, 
o 

60 Notice the position of the transposed functions. These are 
not Wronskians and their constancy is not a simple consequence 
of the differential equation. 

where 
<I>J(n) (r) =<I>J( -iKn, r). 

We can always write 
Cn =an2Bn, 

where an is a real number and B n, a real symmetric 
projection61 : 

Bn=bnXbn 

in terms of the "vector" 

We also define a vector 

I/;J(n) (r) =an(l +~n2)-i 
X [<I> J11 en) (r) +~n<I> J12 en) (r),<I> J2l en) (r) +~n<I> J22 (n) (r) ] 

with the property 

i'" dr\I/;J(nl (r) [2= 1, 

which follows from (9.28). With these definitions we 
have 

<I>J(n) (r)Cn<I>/n)T(r') = I/;J(n) (r) XI/;J(n) (r'). 

The completeness (9.26) thus can also be written in 
terms of the physical wave function and normalized 
bound-state wave functions: 

2["" - dk'l' J(k,r)'l' Jt(k,r') 
7r 0 +L: I/;J(n) (r)XI/;/n) (r')=o(r-r'). (9.26') 

or 

Similarly, for the complete Green's function 

. , _ h2 J<I>J(E"r)dP J(E')<I>JT(E',r) 
@J(E,r,r)- , 

2/L E-E' 

1f'" dk' 'l' J(k',r)'l' Jt(k',r') 
@J(k' r r')=-

" 7r -00 k' . k- k' 

(9.29) 

The Gel'fand Levitan equations can be generalized 
to the case with coupling in a straight forward manner. 67 

The result is that (8.5)-(8.7), and (8.11) are replaced by 

<I>J(k,r) = <I>J(1) (k,r)+ £"" dr'KJ(r,r')<I>J(1) (k,r'), (9.30) 

61 The cross denotes a direct product: Bi;=b.b;. 
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a2 [L(L+l)] 
=-KJ(r,r')-KAr,r') V(l)J(r')+ , (9.32) 

ar'2 r'2 

gJ(r,r') = f <liJ(l) (k,r) 

Xd[P J(l)(E)- P J(E)]<li/1)T(k,r'), (9.33) 

while (8.8) to (8.10) retain the same form as before. 
The potential matrix VJ is thus determined from the 

spectral function P J (E) in the same manner as in the 
case of no coupling. However, it is now no longer so 
simple to infer the generalized J ost function F J (k) and 
thus P J(E) from SJ (k) and the hound states. The pro­
cedure leading to (5.21) cannot be generalized, the 
logarithm of a matrix not being well defined. 52 The 
problem was solved by Newton and Jost07 with the 
result that, in contrast to the case of no coupling, not 
all matrix functions SJ(k) admit of a splitup (9.9') 
with F J(k') having all the required properties. No 
simple way is known to determine whether or not a 
given SJ(k) leads to an FJ(k), except to solve the 
integral equation of footnote reference 57 in order to 
find F J • 

10. EXAMPLES 

Ca) Square Well 

In the simple case of a square well 63 one readily finds 
that the Jost function is 

jl(k) = (k/ K) ![wI(kro)uz' (Kro) 
- (k/K)uI(Kro)wz'(kro)], (10.1) 

where ro iii the radius of the potential of strength V 0, 

K2=k2 - Yo, and the prime indicates differentiation 
with respect to the argument of the function. In the 
case l=O we have 

joCk) = (roK)-le- ikTo sin (Kro)g( -ikro), 

where, with 

z= -ikro, Z02= -r02Vo, t'2=Z02_Z2= (e+i1])2, 

we write 
g(z) = r cotr-z. 

The zeros of JoCk) are found from those of g(z). The real 
roots with Z<Zo are determined by the intersection of 
the two curves 

62 It is not known whether F J(k) is diagonalizable or, if it is, 
whether its eigenvalues and diagonalizing matrix separately are 
analytic functions. 

63 This case was treated in great detail by Nussenzweig.64 The 
procedure below is similar to his. 

64 H. M. Nussenzweig, Nuclear Phys. 3, 499 (1959). 

shown in Fig. 1 with some intersections for Z02>0, i.e., 
an attractive potential. An intersection for negative :Ii 

means a negative imaginary root of JoCk) and hence, a 
bound state. Such a root evidently exists whenever 
zo>!1I'. When 1 <zo<!1I', then there is an intersection 
for positive z, i.e., a positive imaginary root of JoCk). 
We then have a "virtual bound state." When zo< 1 
then we must replace ~ by i1] and the curves become 

Z=1] coth1], z= (Z02+1]2)i. 

The intersection keeps moving up and there is always 
a virtual bound state. 

For Z02 <0 (i.e., a repUlsive potential), there is obvi­
ously no intersection and we never have a virtual 
bound state. 

The complex zeros of joCk) are obtained from those 
roots of 

H(z)=g(z)g( -z) =csc2r(r-zo sinr) (r+zo sinr)=h(r), 

which lie in the right half of the complex z plane. A 
zero ro of her) must satisfy the equations 

~o cot~o = 1]0 coth1]o 

~o= ±Zo sin~o cosh1]o 

if the potential is attractive, or 

~o tan~o= -110 tanh1]O 

1]0= ±Zo sin~o cosh1]o 

if it is repulsive. They can be shown to have infinitely 
many solutions. 64 

(b) Zero-Range Potential 

The case of a potential of zero range is included here 
only for the sake of cautioning the unwary. If the 
potential vanishes identically for r> R then the wave 
function in the outside region is determined by assign­
ing it at r=R a given logarithmic derivative c which 
becomes less and less energy dependent the shorter the 
potential range R. In the limit as R - 0, then, the 

t 
z 

-1 i---7"=----¥---f---tt--f-----1 

Fro. 1. Bound and 
virtual bound states in 
a square well; Z= -ikro, 
Zo'= -ro2Vo. The z co­
ordinate of the inter­
section of the curve z 
=~ cot~ with the circle 
z'+e=zo' gives the en­
ergy of the bound state, 
if negative, or of the 
virtual bound state, if 
positive. 

Downloaded 23 Jul 2011 to 156.56.192.248. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/about/rights_and_permissions



ANALYTIC PROPERTIES OF RADIAL WAVE FUNCTIONS 343 

potential is replaced by the boundary condition65 

lim<p'(k,r)/ <p(k,r) =c, 
r->O 

while (3.3) is discarded. The function j(k,r) is in this 
case simply the free function e-ikr and from (4.3) [Eq. 
(4.3') no longer holds], 

j(k)=c+ik. 

This function vanishes at k= ic so that if c is negative, 
then there is a bound state of energy -1t2C2/2p., and if 
c is positive, then there is a virtual bound state. Notice 
that (4.16) is now no longer true. 

The S matrix is 

S(k) = (c+ik)/(c-ik), (10.2) 

so that S( 00) = -1. The Levinson theorem (5.15) is 
also violated since now 

o(O)-o( ac) = ±t1l". (10.3) 

depending on the sign of c. The explanation66 of this 
fact is that the limit of zero range is not uniform in k, 
as can be seen explicitly by writing 

tano= (k cotkR-c)/(k+c cotkR). 

If we let k ~ 00 then we know that for fixed R, c 
approaches its free value k cotkR, and hence tano ~ OJ 
we may subsequently let R ---t 0 and get no change. But 
if we let R ~ 0 with c fixed, we get 

tano=k/c 

and c is independent of k. If we now let k ---t 00 we get 
the anomalous value tano= 00 • 

(c) Repulsive Core 

If the potential is positive infinite for r<Rc, then 
the boundary condition (3.3) is replaced by 

<PI (k,Rc) = 0, 

<Pi' (k,Rc) 1, 

for each l. The solution j/(k,r) is completely unaware of 
the core for r> Re. The analyticity properties are thus 
quite unchanged. The Jost function is given by (4.3), 
but instead of (4.3'), we get 

jl(k) = kljICk,Re), 

and hence by (3.17), as Ikl-? 00 in the lower half­
plane or on the real axis, 

jz(k) = (ik) le-ikRc+o(kZevRc). 

The S matrix is 

65 This works only for l=O. 
66 This remark is due to R. E. Peierls; private communication. 

Thus as I k I -? 00 for real k 

Oz(k)",-kRc+!1I"1+o(1). 

In other words, the phaseshift no longer tends to a 
multiple of 211" at high energies, but instead keeps in­
creasing linearly. 

The S matrix elements of the first three angular 
momenta for a pure repUlsive core are 

SoCk) = exp( - 2ikRc), 

k-iRc-1 

SICk) = -exp( - 2ikRc) '---. 
k+iRc (10.4) 

(kRe)2-3ikRc-3 
S2(k)=exp( -2ikRc)' • 

. (kR c)2+3ikRe-3 

Whereas for l=O, Sz is an entire function, for 1:2:1 it 
has poles in the lower half-plane, i.e., on the second 
sheet of the Riemann surface as a function of the energy. 

Although the Levinson theorem (5.15) is not true 
when a repulsive core is present, one can prove a 
similar theorem for the difference between the actual 
phaseshift and the pure core phaseshift for the same 
core radius. 

(d) Exponential Potential 

If the potential has the form 

V(r) = - Voe-rla, 

then the s wave radial equation is explicitly solvable 
by setting x=e-rla. The result is that12 ,67,68 

jo(k,r) = exp[ - iak log (a2 Vo) ] 
Xr(1+2iak)hiak(2aVole-r/2a) (to.5) 

and the Jost function 

jo(k)=exp[ -iak log(a2Vo)] 
xr(1+2iak)J2iak(2aVo'i). (10.6) 

The points where 
J 2iak (2aVol) = 0 

determine the bound states (for Imko<O) and the 
virtual states as well as the "resonances."69 

The function JoCk) has infinitely many simple poles 
on the positive imaginary axis because of the gamma 
function. They occur at k=in/2a for all positive in­
tegers n. There is the exceptional possibility that 
E= -1t2n2/8a2p. is the energy of a bound state. Since 
L .. (z)=(_)nJ,,(z) the Bessel function then vanishes 
at the same point where the gamma function has a 
pole. In that case JoCk) does not have a pole at k= in/2a; 

61 H. A. Bethe and R. Bacher, Revs. Modem Phys. 8, 111 
(1936). 

68 S. T. Ma, Phys. Rev. 69, 668 (1946). 
00 It follows incidentally that J.(z) can have no real zeros for 

Rev>O unless Imp=O. This does not appear to be a known prop­
erty of Bessel fUllctions. 
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but since it still has a zero at k= -in/2a, the S matrix 
still retains its pole. 

It may be expected from the structure of jo(k,r) for 
the pure exponential potential that the appearance of 
poles in joCk) at k= in/2a for positive integers n is a 
general feature of potentials whose asymptotic tail is 
proportional to e-r/ a• This has indeed been demonstrated 
recently by Peierls.70 

(e) Yukawa-Type Potentials 

Suppose that the potential can be written in the form 

V(r)= Vof dap(a)e-ar, (10.7) 

where p(a)=O for a<p., p.>0.71 A special case is the 
Yukawa potential, obtained by setting pea) = const. for 
a>p.. We shall examine the implications of the fore­
going form of V for 1=0 only.12,15,26,70,72 

If we write 
g(k,r) == jo(k,r)eikr, 

then the integral equation (3.8) becomes for the 
potential (10.7) 

g(k,r) = 1+ (Vo/2ik) f dap(a) f oodr' 
o 

x (1-e-2ikr')e-a(T+r')g(k, r+r'), 

and the Jost function is 

joCk) = g(k,O). 

We solve the integral equation by iteration 
00 

g(k,r) = L gn(k,r), 
n9l 

and easily find that 

(10.8) 

It is clear from this that in general jo(k,r) will have a 
branch cut along the positive imaginary axis starting 
at k=!ip. and running to infinity. Moreover, if we 
assume that pea) is bounded 

[pea) [~M, 

70 R. E. Peierls, Proc. Roy. Soc. (London) A253, 16 (1959). 
71 This is a very strong assumption, since it implies not only 

that (3.14) holds for any a<!J', but also that VCr) is an analytic 
function of l' regular in the open right half of the complex plane. 

72 For explicit extension to 1>0, see A. Martin, Nuovo cimento 
15, 99 (1960); and D. I. Fivel and A. Klein, preprint. 

then jo(k,r) is a regular analytic function in the entire 
k plane, except for the cut; at k=!ip. it has a loga­
rithmic singularity (unless p(p.) =0), while everywhere 
else on the cut it is continuous. It is readily seen from 
the foregoing that if k remains a finite distance away 
from the cut, i.e., if 

[Rek [ :2: E if Imk:2: !p.- E, 

then 
[gn(k,r) I ~ (McVo/p.)n/n! 

uniformly in k and r. Hence the series converges abso­
lutely and uniformly. Similarly one establishes the 
existence of the derivative and thus the analyticity of 
jo(k,r) and joCk) everywhere, except on the cut. 

If we define functions h,,(a,k,r) by the recursion 

ho(a,k,r) = e-aT 

f
OO da' pea' -a) 

hn(a,k,r) = Vo hn_1(a',k,r) , 
a+1' a' ex' + 2ik 

then 

and 

h(a,k,r) = L hn(a,k,r) 
n9l 

converges absolutely and uniformly so long as k stays 
at least a fixed distance away from the cut which runs 
from k=!i(a+p.) upwards. The function h(a,k,r) satis­
fies the integral equation 

f
oo da' p(a'-a) 

h(a,k,r)=c--'''+ Vo _. h(a',k,r), 
a+1' a' a' + 2ik 

(10.9) 

which determines h(a,k,r) explicitly in terms of h(a',k,r) 
for a':2:a+p.. For 

we find 

Vop(p.) (a+p.) 
h(a,k,r)=--h(a+p., k,r) log - +0(1). (10.10) 

a+p. E 

Since 

f
OO da pea) 

jo(k)=1+Vo ---h(a,k,O), 
I' a a+2ik 

we have 
limjo(k)=1 

I kl-+oo 

everywhere in the complex plane. Consequently, the S 
matrix is an analytic function of k, regular in the 
complex plane cut along the positive imaginary axis 
from k=!ip. to infinity, continuous on the cut, except 
near the point k=!ip., where it is O[log(2ik+p.)]. 
Furthermore, 

limSo(k)=l. 
I kl->oo 

One may then use Cauchy's theorem to express the real 
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part of So (for real k) in terms of its imaginary part, 
bound state contributions, and an integral over the 
cut along the positive imaginary axis. l • Because of the 
last contribution such a dispersion relation is not very 
useful. 

(f) Generalized Bargmann Potentials 

Suppose we are given an arbitrary potential V(O)(r) 
and the corresponding functions <p/O) (k,r) , 11(0)(k,r) 
and jl(O) (k). This potential need not satisfy (3.1), but 
we take it so that, except for isolated singularities 
11(0) (k) possesses an analytic extension into the upper 
half plane. In fact V(O) (r) may even be the Coulomb 
potential; in that case (3.4) is replaced by73 

lim expi[kr-71k-1 logr J10(0) (k,r) = il. 
r->co 

We want to write74 down the potential .6. VCr) which, 
if added to V(O) (r), causes a new SI(k) that differs 
from the old by a finite number of poles and zeros 

We then define N functions KII(r) by the N equations76 

:Ell x-rll(r)KII(r) = - jz<0)( --y, r), 

:Ell X.II (r)KII (r) = - 11(0) (K,T)+i1C.<Pl(0) (K,r). 

The claim is that when 

(10.18) 

(10.19) 

is added to V(O) (r), it produces the SI(k) of (10.11) and, 
furthermore, there are bound states of energies -h2K2/2/L 
in addition to those of VCr). 

A few steps of simple algebra show that the functions 

h(k,r);:. jl(O) (k,r)+:E1I KfJ(r)xfJ(k,r) , (10.20) 

g(k,r);:. <PI(O) (k,r) + :EfJ KfJ(r)YfJ(k,r), (10.21) 

satisfy the differential equations 

-h"+[l(l+ 1)r-2+ V(O) +.6. V -k2Jh 
=:EfJ PfJ(r)xfJ(k,r), (10.22) 

SI(k)=SI(O) (k)R(k)/R( -k), (10.11) -g"+[l(l+ 1)r-2+ V(O) +.6. V -k2Jg 

where R(k) is a rational function with N simple poles at 
k=~n(Im~n>O) and N simple zeros at k=a.,., and which 
tends to one at infinity76: 

R(k)= n[(k-a)/ (k-mJ. (10.12) 

Among the a's we distinguish between those in the 
upper half-plane, which we call -y, Im-y>O, and those in 
the lower, which we call K, ImK<O. 

We now form the functions 

xfj(k,r);:. (~2_ k2)-IW[ <PI (0) ~,r),jz(O) (k,r)J, (10.13) 

yfj(k,r)~ (~2_ k2)-IW[ <Pz(O) (~,r),<pz(O) (k,r)J, (10.14) 

{x-rfJ(r)~XfJ( --y, r) 
(10.15) 

x.lI(r) ==xtJ(K,r)-i1C.YfJ(K,r), 

where C. are a set of arbitrary real constants. 
Notice that we can also write 

xfJ(k,r) = IT dr' <p/O) ((3,r')jl(O) (k,r') 

° 
+(k2_~2)-111(O)(k), (10.16) 

YfJ(k,r) = iT dr' <PI (0) (~,r') <,01(0) (k,r'). 
o 

(10.17) 

= LfJ PII(r)YfJ(k,r), (10.23) 
where 

pfj(r) = - Kp" +[l(l+ 1)r-2+ V(O)+.6. V -~2JKfJ' (10.24) 

Now by the definitions (10.15) and (10.18) we have 

h( --y, r)~O, h(K,r)~iIC.g(K,r), (10.25) 

insertion of which in (10.22) implies by (10.23) that 

LtJ xafJ(r)pfJ(r) =0 

for all a. We may conclude that76 pfj(r) =0 for all~. The 
functions hand g thus both satisfy the SchrOdinger 
equation with the new potential V = V(O) +.6. V. 

Next we look at the boundary values. As r --? 00 it 
is readily seen that 

xll(k,r)'" -t( - )I(k+~)-Ijz<0) (_~)e-i(kH)T, 

YII(K,T)"'l-iK-I-I(~-K)-ljl(O) (K)jz<°) (_~)e-i(II-')T. 

The equations for KtJ (r) , (10.18), thus become for 
large r 

from which it follows that there exists a set of lV con­
stants afJ such that 

limjz<°)( -me-itJTKfJ(r) = -2i-1atJ (10.26) 
r-->CO 

and 
73'1/ = JJCZZ' a/h, where p. is the reduced mass, Z and Z' are the 1 '" ( (.I) I 0 

two charges in units of the electronic charge, a is the fine structure - L..."tJ a-I-' - all= . (10.27) 
constant "1/137," and c is the velocity of light. 

74 The treatment below is a generalization of that of W. R. We may immediately infer that 
Theis, Z. Naturforsch. 11a, 889 (1956), to include bound states. 
One may obtain these potentials also by solving the Gel'fand R(k)=l-LtJ(k-m-IatJ, 
Levitan equation, a procedure due to Bargmann, unpublished. 

76 We use a simplified notation such as 1:ff to indicate a sum 
over the (3n from 1 to N. 76 It is clear that det[xaff(r)JJii'O. 

(10.28) 
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both sides being rational functions of k with the same 
zeros and poles and the same limit as 1 k 1 -+ <Xl. 

The asymptotic behavior of the function h(k,r) of 
(10.20) for large r is now easily seen to be 

h(k,r) ,,-,i1e-ikrR( -k), 

which proves that 

li(k,r) = h(k,r)/ R( - k). (10.29) 

The function g(k,r) of (10.21) is a regular solution of 
(2.10). From (10.21), (4.1), and (10.29) we see that 

g(k,r) = !ik-HUI(O) ( -k)RC -k)liCk,r) 
- (- )IN°) (k)R(k)jz( -k, r)]. (10.30) 

It follows that SI(k) is indeed given by (10.11). More­
over, by (10.25) and (10.29), 

(HUt) 

both sides being regular at r=O and decreasing ex­
ponentially at infinity; K is thus indeed a bound state. 
Since for given zeros of jl(k) in the lower half-plane 
(4.5) and (4.16) define /l(k) uniquely [see (5.21')J, 
we may conclude from (10.11) that 

jl(k) = N°) (k)R(k), 

and hence from (10.30) and (4.1) 

'PI (k,r) = g(k,r). 

(10.32) 

(10.33) 

We can also evaluate the normalization integral of 
'PI (K,r). If we use the equations between (7.3) and 
(7.4). we get 

N.2= fCoOdrl 101 (K,r) 12 

° . _ TT",;o<.(a2+ IKI2) HO)(K) 
= (1K) ~~ .--. (10.34) 

II~(i32+ 1 K 12) C. 

The potential .1 V can be written in a somewhat 
simpler form. If we solve the set of Eqs. (10.18), 

K~(r) = - L:"[x-l(r)]~,,U '" (I) (r), (10.35) 
where 

U'Y (I) (r) =. j/O) (-"I, r) 

U < (I) (r) =. j/O) (K,r) - ilC <101(0) (K,r) , 
(10.36) 

then we can write (10.19), 

.1 VCr) = - 2 (d2/dr2) log det[x",i(r)J, (10.37) 

since it follows from (10.16) and (10.17) that 

U" (l) (r) 10/°) (i3,r) = (d/dr)x"',i(r). 

To summarize then, the potential V = V(O)+.1 V, 
where .1 V is given by (10.37), produces the functions 
101(k,r) and jl(k,r) given by (10.33) and (10.29), bound 
states of energy 'hh2/2J.l. with wave functions IOI(K,r) 

whose normalization is given by (10.34), and the S 
matrix element (10.11), or 

k-'Y k+S k-K 
SI(k)=SI(O)(k) II -.-.-. (10.11') 

k+'Y k-{3 k+K 

We are free to choose a "I equal to a -K. In that case SI 
contains no pole and no zero because of the bound state. 
The potential .1 V is real if we choose the ..,.'s and {3's 
either purely imaginary or else in pairs symmetric with 
respect to the imaginary axis, and the K'S purely 
imaginary. The SI of (10.11) is then unitary (if SI(O) 
is). But one may also relax these requirements and 
make .1 V complex as an "optical" potential in order to 
simulate absorption. 

If we choose V(O)=.O then we get the Bargmann po­
tentials,77 which lead to a rational SI(k). They are often 
very useful for the construction of simple models. A 
potential which leads to a rational SI(k) for one l=lo 
will in general not lead to a rational SI(k) for 1=f=10. 
Since for 1=0 the functions that enter in V (r) are all 
exponentials (multiplied by sines and cosines if we 
choose complex (3's and 'Y's), the Bargmann potentials 
for the S-wave have in general exponential tails. 78 This 
shows that an exponential asymptotic form of the 
potential does not necessarily lead to infinitely many 
poles of SI in the upper half-plane, although it does in 
general.~ 

If 1=f=0 then the functions entering the Bargmann 
potentials are spherical Bessel functions and thus they 
contain inverse powers of r. As a result, they generally 
have asymptotic tails r-n , where n 2: 3. It has been 
shownso that a sufficient condition for a Bargmann 
potential to have an exponential tail is that jl(k) 
= jl(O) +O(k21) as k -+ o. 

We may look at some special cases. If we take one 
'Y=ia, one (3=ib, V(O)=O, and l=O,77 

jo(k) = (k-ia)/(k-ib), 
or 

k cott50=[ab/(b-a)]+[k2/(b-a)], b2:0, a;::::O, (10.38) 

then the effective range approximation is exact. The 
potential that produces this phaseshift is 

8b2 [ebr e-br ]-2 
V(r)=--- --+- . 

b2-a2 b-a b+a 
(10.39) 

If we set a = 0 then we get a zero-energy resonance 
(jo(O) =0) 

tanoo=b/k; 

the potential that produces it is 

V(r) = -2b2 sech2br. 

77 V. Bargmann, Revs. Modern Phys. 21, 488 (1949). 
78 In special cases they may not, as will be seen below. 
79 See end of Sec. lO(d) and Peierls.70 
80 By T. Fulton (unpublished) and Newton. 55 
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On the other hand, if we set b=O then the phaseshift 
becomes 

tanoo= -a/k. 

Since then 00 (0) - 00 ( ao ) = - t7l", the Levinson theorem 
(5.15) is violated. The potential that produces this 
phaseshift is 

V (r) = 2a2(1 +ar)-2. 

Notice that in this case, which violates (3.1), the Jost 
function has a pole at k=O. 

We can also make the effective range approximation 
exact with a bound state. A case of interest is the deu­
teron. The phaseshift has the form (10.38) with a 
replaced by.K, the binding energy being ft2K2/2p.. The 
potentials that produce that phaseshift and bound 
state are8l 

where 

gc(k,r) = k-I[e-kr+c sinhkr]' 

The normalized bound state wave function is 

(10.40) 

( 

CK ) ! sinhbr 
q,(r)=2 -- . (10.41) 

b2-K2 gc(K+b,r)-gc(K-b,r) 

The potentials (10.40) have asymptotic tails propor­
tional to e-2.r, except when c= -4, in which case it 
decreases more rapidly. 82 

8' R. G. Newton, Phys. Rev. 105, 763 (1957). 
82 It is a general property of the potentials producing a given 

phaseshift and given bound states of smallest binding energy 
1i2K,2/2,. and largest binding energy 1i2K22/2,. that, if one of them 
decreases asymptotically more rapidly than exp( -2K2r) then it 
is the only one with that property, and if one of them decreases 
less rapidly than exp(-2K,r) then they all do; d. Newton. 55 

An amusing case is the one for which So(k)=l, i.e., 
which causes no s wave scattering whatever, at any 
energy, but which causes a bound state of zero energy. 
The potentials that do that are77,sa 

V(r)= -6 (d/dr)[r2/(c2+r3)]' 

The normalized bound state wave function84 is 

while 

Jo(k,r) = e-ikr_ [3rk-2/ (c2+r3)J[ikre-ikr+e-ikr_1]. 

The Levinson theorem (5.15) is again not fulfilled. One 
can similarly find the potential for which 

Jo(k) = 1 +K2/k2, 

and which therefore has a bound state of binding energy 
ft2K2/2p., but which causes no s scattering. This poten­
tial, however, has infinitely many singularities on the 
real axis. sa 

We can also use the preceding procedure to write 
down the potentials with a hard core or a Coulomb 
contribution but whose S matrix differs, for one I value, 
from that for a pure hard core or pure Coulomb field 
by a rational factor. The construction of such examples 
is left as an exercise to the reader. 

The Bargmann potentials have been generalized by 
Fulton and Newton8b to the case with coupling between 
two angular momenta. The resulting potentials con­
stitute the only tensor forces for which the Schrodinger 
equation is known to have a solution in closed form. 
They have been applied to the case of low-energy 
neu tron-proton scattering. 86 

83 H. E. Moses and S. F. Tuan, Nuovo cimento 13, 197 (1959). 
84 This shows that when (3.1) is violated then there can be a 

bound state of l=O with zero binding energy; when (3.1) is satis­
fied, that is impossible. 

8. T. Fulton and R. G. Newton, Nuovo cimento 3, 677 (1956). 
86 R. G. Newton and T. Fulton, Phys. Rev. 107, 1103 (1957). 
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